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\\ 4 1.0 INTRODUCTION
\f & g
This part of the report describes in_detadl the data processing
techniques developed for the noncontact highway profilometer.
The associated offline computer program is also described, and
results obtained using this program are presented. Finally,
this volume contains conclusions and recommendations for the

project as a whole.xaf’
W

Part 1 of this report - Overview and Operating Manual - is in-
tended to serve as an introduction to the detailed software. de-
scription provided in this volume. Although the software itself
is described in detail here, actual operation and calibration of
the computer program is described in Parts 1 and 2, respectively,
of this report.

1.1 RAPID TRAVEL PROFILOMETERS

Road roughness broadly refers to an uneven, unrepaired, or bumpy
roadway. The roughness of highway pavements is a direct indicator
of surface deterioration and directly affects vehicle component
fatigue, vehicle stability, driver control, and passenger comfort.
Roughness is undesirable and is distinguished from the fine-grained
variations, known as texture, that are designed into pavements to
provide skid resistance,.

Roughness can be measured from 2 moving vehicle by using a rapid
travel profilometer, which is conceptually illustrated in Figure
1. A displacement transducer is used to measure the relative
motion between the pavement and a mass. For highway profilometers,
the mass is usually the vehicle body. The mass's acceleration is

" measured in order to determine its motion and thus preovide a pro-
file measurement relative to an inertial reference frame.
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Figure 1. Rapid Travel Profilometer Concept

Some rapid travel profilometers actually use a wheel and a linear
motion transducer for the relative motion measurement, as indi-
cated in Figure 1. These include the General Motors road pro-

1

filometer™, which uses a separate measurement wheel connected

to the vehicle through a linear potentiometer, and the ENSCO

’

1z B. Spangler and W. J. Kelly, "GMR Road Profilometer - A
Method for Measuring Road Profile,'" Highway Research Record
121, Highway Research Board, 1966.




rail profilometerz, which uses one of the vehicle's wheels.

The difficulty with using wheels is that their mass and com-
pliance limit the speeds and wavelengths for which profiles

can be measured accurately.

As an alternative toc wheels, the Federzl Highway Administratiom
(FHWA) has developed a noncontact sensor that measures the dis-
tance between the surface and the mass acoustically. The non-
contact sensor, called an acoustic probe, is described in FHWA
reports"’4 and discussed briefly in Part 1 of this report. The
acoustic probe produces a phase angle output that i1s designed
to be proportional to the displacement input. (The extent to
which the output 1is actually proportional tc the input is dis-
cussed in Section 7.4 of this report.)

Cnly two characteristics of the acoustic probe are pertinent to
the data processing techniques discussed here. One characteris-
tic is that the phase meter, which measures the output phase
angle, has limited high frequency capability. This limitation
will cause phase and amplitude distortion ¢f short wavelength
pavement profiles measured at high speed (see the Joyce report
cited earlier and the ENSCO letter report’). The other pertinent
characteristic is that the output phase angle has a range limited
to 0-360 degreés. When the phase exceeds 360 degrees, the out-
put jumps to zerc and starts over, and similarlv when the phase

2E. L. Brandenburg and T. J. Rudd, "Development of an Inertial
Profilometer,'" Report FRA-ORDED-75-15, Federal Railroad Ad-
ministration, November 19874.

°R. P. Joyce, '"Development of a Noncontact Profiling System,”
Report FHWA-RD-75-36, January 5, 1975.

4J. C. Wambold, "The Evaluation of a Noncontact Profiling Svstem
Using the Acoustic Probe,'" Report FHWA-RD-78-43, March 1978,
(also published in Public Roads, December 1979, pp. 106-113).

5T. J. Rudd, letter to R. R. Hegmon, FHWA, regarding contract

DOT-HS-11-9551, August 30, 1978.



falls below 0 degrees. Consequently, downstream processing -

either analog or digital - must detect and compensate for the
phase jumps.

The data processing techniques discussed below can be used with
any relative motion sensor besides the acoustic probe, whether
it is of the contact or noncontact type. The sensor may detect

displacement, as the acoustic probe does, or velocity, as a
Doppler device would.

1.2 DIFFICULTIES IN SIGNAL PROCESSING

Two types of difficulties arise in processing the accelerometer
signals from a rapid travel profilometer (Z in Figure 1):

e As the vehicle orientation changes in pitch
(grade) or roll (cross slope), the effect of
gravity on the accelerometer sensitive axis
changes, thereby inducing an undesired accel-
eration signal indistinguishable from the de-
sired vertical vehicle acceleration.

¢ The accelerometer signal must be double inte- .
grated in order to obtain the required verti-
cal vehicle motion. Although double integration
is simple in concept, in practice the double
integration of a signal containing noise and
bias - as all real signals do - will lead to an
unbounded result. Filtering is necessary to sup-
press the noise and bias, but £filtering introduces
other types of errors into the signal.

These two difficulties are discussed in detail below, the double
integration difficulty first because it influences the orienta-
tion difficulty. '

1.2.1 DOUBLE INTEGRATION DIFFICULTY

Ideal double integration has a radian frequency response given
by | |
. 1
Hliw) = - — (1)

2
w



and an impulse response given by

t, t> 0
h(t) = 0, t< O- (2)
The frequency amplitude and phase responses and the impulse re-

sponse of ideal double integration are illustrated by the solid
lines in Figure 2. Note that

lim  H(iw) - -o | (3)
w0 ’

and that the convolution

t
z2(t) J[ h(t-1)Z(7)d= (4
contains the unbounded functicn h(t-t). Therefore, this integral
is mathematically improper and it does not generally converge,
particularly when %(t) is contaminated by noise and error signals.

This problem can be circumvented by processing the accelerometer
data with an approximate double integrator whose radian frequency
response 1s given by6

H' (iw) = lu : (3)

(iw+a](-w2+iwa+a2)

The corresponding impulse response is

é exp(-%at) [cos(’t) + %§ sin(8t) - exp (-%at)],
RU(T) = t >0
0, tS50 (6)
2 2
Sa simpler double integrator, namely H'(iw) = 1/(-w”+iwa*a”), would

also provide bounded respense. The advantage of the form given
is that there is zero net area under h'(t), which is beneficial
for removing bias from the accelerometer signal. :



where

Parameter o defines a2 radian cutoff frequency such that wave-
lengths longer than 2ZnV/a are ignored, where V is the data
collection speed. The responses of this approximate double
integrator are illustrated by the dashed lines in Figure Z.
Note that the ideal and approximate double integrators comverge
at high frequency or short wavelength.

The approximate double integrator will work well whenever the
surface roughness wavelengths of interest are short relative
to the cutoff wavelength, ZwnV/a. Profile wavelengths near cut-
off suffer severe phase distortion, so cutoff should be set 10
to 20 times longer than the longest wavelength of interest.
There are two problems using such a long cutoff wavelength:

e insufficient noise and bias are removed from

the signal for the double integration to work
properly, and

¢ the liberal cuteff allows undesirable large-

amplitude prcfile variations associated with

the terrain to overwhelm the roughness in-

formation of interest.
It is clear that some sort of high-pass filtéring (filtering
that passes high frequencies or short wavelengths) 1is needed
for satisfactory double integration, but the filtering provided
by the analog filters used above is not adequate because analog

filters are causal and thus introduce phase distortion.

1.2.2 ACCELEROMETER ORIENTATICN DIFFICULTIES

If the vehicle is level so that the accelerometer's sensitive
axis is verticzl, then the accelerometer output is

a=%I+g | | (8)



LOG AMPLITUDE

1 \ T T T T
\ a =0.3 rad/sec a=0.3 rod/sec
a=0.6 rad/sec a=0.6 rgd/sec
a=1.0rad/sec
0 - +m7/2
a=3.0 rad/sec
»
2
<
(=
- 1 & o
- a =10 rad/sec ~
W
-
0
2
g
s
-2 -w/e
a=3.0 rad/Sec §[:
a
_3 _ T e ——————— T
1 1 I 1
- 0 +1 -] 0 -
LOG w (rad/sec) LOG w (rad /sec)
7
e
/
/
g / a=0.3 rad/sec
=) /
= e
d 7
= y/
< y, e =1.0 rad/sec
V-
0
0 | 2

TIME (SECONDS)

Figure 2. Comparison of Amplitude, Phase and Impulse Responses
for Ideal vs. Approximate Analog Double Integrators.




where g 1s the acceleration due to gravity.

Accelerometers intended for vertical orientation are often
biased against the l-g input so that the output becomes

| o | (9)

This is exactly the theoretical output desired from an acceler-
ometer.

If the vehicle is not level, the accelerometer's sensitive axis
is not vertical, and the output of an accelerometer biased against
l-g becomes

a = 3% + g(cos8 cosy - 1) (10)

.where 8 is the roll (cross slope) angle and % is the pitch (grade)
angle. These two angles are small so that

W

a= i - kg (el + yly. | (11)
Several types of nonlevel terrain can occur. One is the super-
elevation designed into highway curves. Another is the vehicle
roll induced by the fact that the left and right tire tracks have
different pavement profiles. Highway grades are a third type.

A simple analysis of the effects of grade on measured acceleration,
a, is given below in order to demonstrate the principles invelved.
More comprehensive analyses are needed in order to predict the
magnitude of error under actual highway conditiens.

Suppose that a longitudinal road profile is the combination of
two sinusoids: ‘

z = B sin(Zﬁx/kL) + stin(wa/AZ) (12)

1
where

B

10 B2 are the amplitudes of the two sinusoids,



A A, are the corresponding wavelengths, and

l’

x is distance along the road being measured.

The first sinusoid represents long wavelength grade variations,
and the second represents shorter wavelengths due to pavement
roughness. The corresponding pitch angle is

dz ZTrB1 Z7B
Y = x - T cos(wa/Al} * =

1

2

cos CZEX/AI). (13)
2
The power spectral densities of typical highway surfaces are
such that Bi varies directly with Ai’ i=1, 2, so that the
following simplification can be used:

Blv B, .
et (14)
Then
v o= QWC[COS(wa/Al)"+ cos (wa/kz)l, (135)
and

l/Zng = wzgcz[ccs(dwx/ll) - cos(4wx/k2) + 2 cos(wa/As)
’ (18)

+ 2 cos(wa/Ad)]

where some unimportant constant terms have been dropped, and
where '

1 _ 1. 1 _ 1 1
D VR ¢ S U Vi i (17

s 1 i d 1 2

>

Equations (12) and (16) may be substituted into Equation (ll) to
obtain the measured acceleration, and this quantity may be double
integrated to obtain the measured profile:



[fadt %'Blsin(zwx/kl} + stin (Znx/X,)

vcos(4wx/kl) * =% cos(4wx/k2)

+

P~
=

i |0
2] b

| S—]
= >
1)

+
S~
po

cos(an/Al) cos(wa/Az)

~

[04]
3 L

* "‘i sin(27x/A]) sin(znx/xz)]} | (18)

where V is the data collection speed and the approximation arises
from use of the inequality Al >> 12. The term outside of the
braces, {}, is the true profile. The term inside the braces is
the error term due to gravitational effects. The four error
terms inside the brackets, [], are discussed in order below.

The first error term has half the wavelength of the true profile
long wavelength component. The error introduced by this term, ex-
pressed as a ratio between its amplitude and the amplitude of the

profile component at the same wavelength, is

E, 8B
Py =g —7x¢ (19)
1 16V~ ‘ .

where the factor of 2 is introduced because the contamination will
affect a true profile signal component whose wavelength is one-half
as leng and whose amplitude is thus one-half as great.

Based on survey data for U.S. Route 30 betwcen Gallows Road and
Fairfax Circle, Fairfazx County, Virginiz, shown in Figure 3, a
value of B|= 25 feet (7.6m) is not unreasonable for the ampli-‘
tude variation of long wavelength profiles. For a data cellec-
tion speed of V = Z5 mph (40km/h), P1 = 0,074, which represents
a 7.4 percent error in the measured long wavelength profile.
' This error would not appear in the output of the digital pro-
cessing, however, because the filtering associated with the
double integration would suppress profile ccmponents with such
long wavelengths [approximately 2500 feet (760m)]. Hence, error

P1 is not of concern.
10 -
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The second error term in Equation (18) is of the same form as
the first, and thus the amplitude ratio of this term to the
corresponding short wavelength true profile component is

g8,

162

x 2. | - (20)

Suppose that AZ = 250 feet (76m), which is close to the longest
profile wavelength of interest in roughness measurements. Then
Al/kz = 10, and BI/BZ = 10 according to Equation (14). It follows
that P, = 0.0074 or 0.74 percent error in the short wavelength
component at 25 mph (40 km/h). This small error will appear in
the output.

The third and fourth error terms in Equation [19)'are more in-
teresting. They represent amplitude modulation of the short
wavelength component by the long wavelength ccmponent. When the
modulation is largest (cos erx/kl =1 and sinZWX/Al = 1, respec-
tively), the error amplitude ratiocs relative to the short wave-
length true profile component are

gB

2
P, = —= : 21
3 = -
and
Znghz -
P4 = _—5—__ (22)
Vv Al

for the third and fourth error terms, respectively. At 25 mph
(40km/h) the corresponding numerical values are P3 = 0.06 (6
percent) and P4 = 0.012 (1.2 percent). The third error term,
because it is 90 degrees out of phase with the short wavelength
true profile, increases the amplitude of the true profile by only
0.2 percent but changes its phase by 3.4 degrees. The fourth
error term is in phase with the true profile, so it produces a
1.2 percent amplitude error but no phase error.

12



The interesting aspect of the third and fourth error terms is
that although they arise from long wavelength grade variations,
they appear as modulations of short wavelength roughness varia-
tions and thus cannot be removed by high pass filtering. That
is, with respect to the acceleration orientation problem, the
total measured pavement profile cannot be considered as the super-
position of shert wavelength roughness information, which could
be retained, and long waveléngth grade information, which could
be filtered out. The reason that superposition is not valid is
that the accelerometer orientation enters nonlinearly [see
Equation (11)]. '

In general, accelercmeter orientation error is proportional to
1/Vé. This follows from the fact that the true profile measured
by an accelerometer is proportional to VZ, but accelerometer in-
clination is independent of V. Therefore, profilometer measure-
ments should be made at the highest practical speed when the
pavement has significant grade or cross slope variations.

Because accelerometer orientation error appears to be negligible

as long as low coperating speeds are avoided, no correction for
this source of error is made in the data processing.

13



2.0 DATA PROCESSING APPROACH

2.1 GENERAL APPROACH

The data processing svstem described below has the following
desirable qualities:

¢ high-pass filtering to control error in the
double integration,

. high-pass filtering that introduces no phase
distortion and produces results that are in-
dependent 0f the direction in which the data
are collected (noncausal filtering),

. profile output that is distance-based rather
than time-based,

) distance-based high-pass filtering sco that

the output is independent of data collection
speed, ‘

] selectable distance sampling interval and
filters so that profile wavelengths of 1/2
to 300 feet (0.2 to 90m) can be recovered,
and

° capability to accept noncontact sensor out-
put in the form cf displacement or velocity.

These qualities are obtained through hybrid processing: a minimal
amount of analog filtering is done - just enough to.prepare the
signals properly for analog recording and digitizing. - and then
the bulk of the processing is done offline digitally. The ad-
vantages of digital processing are,that

0 symmetric, finite impulse response (FIR) filters
(which are noncausal) c¢an be used,

) it is straightforward to convert £from time to
distance base, and

® the filtering can be done after conversion to

distance base so that the results are inde-
pendent of speed.

14



The specific steps involved in the processing are described
below.

-~

.2 SPECIFIC APPROACH

2.2.1 ANALOG PROCESSING

Accelerometer data, which characteristically has substantial
high frequency content, poses a problem for digital processing.
The high frequency portion is unnecessary for profile measure-
ments because the displacements associated with high frequency
accelerations are negligible. But the high frequency content
taxes the analog data recording and digitizing processes.
Therefore, some preliminary analeog f£iltering of the accelerome-
ter data is mandatory. It is accomplished with a double pole
filter of the form

wi/(52+wa5+w§)

No filtering of the noncontact sensor signal is needed if the
sensor produces displacement data. If it produces velocity data,
then a single pole filter, wv/(s+wv), is used.

2.2.2 DIGITAL PROCESSING

The digital processing is outlined in Figure 4, which is called
a conceptual block diagram because the actual processing does
not divide into the convenient blocks indicated in the diagram.
If a noncontact displacement sensor other than the current
acoustic probe is used, then the phase jump processing indi-
cated in the figure is not needed. If the nonccntact sensor
detects velocity instead of displacement, then the processing
differs somewhat from that shown in the figure.

The block distance processing is described below. The phase
jump, second finite difference and space curve processing are
discussed in Sections 3-5, respectively.
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Block Distance Processing

The desired output format of the road profile measurement is

in vertical surface height variation as a function of distance
along the directicon of travel. The transducers used to perform
the measurement (such as accelerometer and velocity transducer)
and the signal conditioning electronics (such as filters and
amplifiers) all have response characteristics which are

functions of temporal frequency. As a result, measured road
profile will be affected by vehicle speed if proper compensations
are not made during the profile calculations. The basic scheme |
of the profile ¢alculation used in the system samples the ana-
log transducer signals at a constant time frequency of 4000Hz;

a block distance data channel records pulses which are genera-
ted at fixed distance intervals by a wheel-driven tachometer.
These distance-based pulses recorded on time-based sampling
processes implicitly provide information on the speed of the
vehicle. The software algorithms in the computer then take the
time-based transducer data streams and use the distance pulses

as a reference to compensate for the effect of speed and to
convert the data to a distance-based format.

The block distance channel has a signal that is normally con-
stant at +5 volts. When a block distance interrupt occurs,
the signal drops to zero and then rises back to +5 volts, all
occurring over an interval of approximately C.5ms.

Thé block distance processing computes the first difference

of this signal and compares it with a threshold value. On the
first occasion that the threshold is exceeded in a given pulse,

a logical variable, OFF, is set to false (OFF is true otherwise).
The block distance subroutine, BLKDIS, contains logic that pre-
vents more than one OFF=.FALSE. indication as the signal falls
from +5 volts to zero and also prevents such indications as the
signal rises back to +5 volts. Therefore, the beginning of a
block distance interval is the first time step for which the

17



decrease in the signal exceeds a built-in threshold value. The
threshold is normally set at about one-third of the equivalent
of five volts.
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3.0 PHASE JUMP PROCESSING

5.1 INTRODUCTION

The acoustic probe produces a phase angle output that is limited
to a 0-360 degree range. This corresponds to 2 vertical dis-
placement of approximately 0.8 inch (2cm). If the phase angle
increases to 360 degrees, it then jumps back to zero and starts
over. There is an opposite jump if the phase angle decreases

to zero.

The current acoustic probe has an analog device called a range
extender that detects the phase jumps and adds (or subtracts)
the equivalent of 360 degrees so that the resulting signal is
continuous and has a range of many times 360 degrees. The
range extender is a cbmplex piece of equipment that may not
always perform properly. Also, when it corrects for a jump,
it leaves a characteristic spike at that point in the output
signal.

The phase jump processing is a digital replacement for the range
extender. It detects phase jumps and corrects for them with
greater reliability and smoothness than is possible with the
range extender.

3.2 PHASE JUMP CHARACTERISTICS

Two cases must be considered:

° Case 1 - the signal reaches a value close
to the equivalent of 360 degrees and then
jumps down close to the equivalent of
zero degrees, and

° Case 2 - the signal reaches a value close
to the equivalent of zero degrees and then
jumps up close to the equivalent of 360
degree

These two cases are illustrated in Figure 5.
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Figure 5. Characteristics of the 1wo Types
of Phase Jumps.
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Two thresholds, MIN and MAX, are indicated in the figure. They
divide the total phase angle range into three regions: an upper
region above MAX, a middle region between MAX ana MmIn, ana «
lower rtegion below MIN. The characteristic feature ¢of a phase -
jump is that the phase angle moves from the upper region to-

the lower region - or vice versa - in at most MAXSTP time steps.
The .size of MAXSTP is determined by the time response of the
phase meter's jump circuitry, but MAXSTP is short enough to ex-
clude any measured profile variations. (Even a jump in the pave-
ment would be measured over an appreciable period because the
‘acoustic probe takes an average reading over an area approximate-
ly the size of a2 tire patch.)

3.5 PHASE JUMP DETECTION

Whenever the phase angle leaves either the upper or the lower
Tegion, & counter is started. If the angle then reaches the
opposite region within MAXSTP time steps, a phase jump has oc-
curred. If MAXSTP time steps pass before the phase angle reaches
the opposite region, there has not been a phase jump, and the
counter 1is reset to zero.

3.4 PHASE JUMP CORRECTION

If a phase jump is detected, the current time step, which is the
one at the end of the jump, and all previous steps back to the
beginning of the jump need to be corrected. The current step

is corrected by adding (or subtracing, as appropriate) JUMPP,
which is the jump amplitude. At this point the steps at the
beginning and end of the jump are correct. All steps in between
are adjusted to vield a straight line between the beginning and
end points. |

It is necessary to introduce a delay into the data so that past
Time steps can be adjusted before they are used in further digi-
tal processing. The maximum delay needed is MAXSTP steps. To



preserve the relative timing between the data channels, all
three channels (block distance, noncontact sensor and accel-
erometer) are delayed by MAXSTP time steps. ‘
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4.0 SECOND FINITE DIFFERENCE PROCESSING

4.1 INTRODUCTION

The so-called second finite difference (SFD) processing accom-
plishes the following:
. it corrects for the attenuation c¢f the accelera-

tion signal caused by the analog accelerometer
filter, ‘

e it corrects similarly for the analog filtering
of the velocity signal if the noncontact sensor
provides velocity information,

. it transforms displacement, velocity and accel-
eration signals to a common medium so that they
can be combined, :

° it combines the accelerometer and noncontact
sensor signals into a single signal, and

. it converts the combined signal from time-
based sampling to distance-based sampling.
For computational'efficiency, the coperations indicated above are
not actually performed in the order indicated. '

A common medium is needed which is conducive to combining dis-
placement, velocity and acceleration data, to converting to
distance-based sampling and ultimately to performing the double
integration and high-pass filtering needed to obtain-a road pro-
file. The medium selected for all of these operations 1s the
second finite difference of displacement.

The algorithms used in the SFD processing are developed in de-
tail below. -

4.2 GENERATION OF THE SFD

4.2.1 ACCELERATION SIGNAL

The digital input data includes an accelerometer signal processed

23



with the analog filter

Ha(S) = - 2 ol (23)

where s 1s the Laplace operator, W, is the filter corner fre-
quency and subscript a denotes acceleration.

The digital processing includes a filter to compensate for the
analog filtering. This filter can be obtained by inverting
Equation (23) and replacing s with its sampled-data equivalent,
(1 - z'l)/T, where T is the sample time and z is the sampled-
data transform operator7. The result is

2 = 1 .12 -1 -2 .7'
I (.. - l - 2 + - 2z +* -
a(2) _—zﬁwaTJ [( ) ‘(1 Ju, T+ (0, T) ] (23)

The application of Ia(:) to digital acceleration data produces
a compensated digital acceleration. For further processing,
however, it is preferable to work with the SFD of displacement
rather than with acceleration. A displacement SFD can be ob-
tained from a digital acceleration signal simply by multiplying
by TZ. The SFD form of Equation (24) then is

- = -1,2 - 5
W@ g [a- il g, N, T ¢ (0,17 (25)

"Z-transforms are described in the literature, Zor example ia

L. R. Rabiner and B. Gold, Theorv and Application of Digital
Signal Processing, Prentice-Hall, 1975. For present DUIDOSES

it is sufficient to know that z'i indicates a delav of one
sample interval, so that 1 - 274 is the {inite difference cpera-
tor.
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This filter introduces an error in that there is a time shift
among its three terms. _The first term preoduces an SFD at T,
the second term produces a first finite difference at T/2, and
the third term has no time shift. To bring all of the terms

into alignment and thus eliminate the error, they are all shifted
to T:

(26)

4.2,2 VELCOCITY SIGNAL

Velocity input from the noncontact sensor alsc includes analog
filtering, and it requires processing similar to the accelera-
tion data: | |

LI-"V
HV(S) = g—:—a; y (27)
1. -1, ‘
HORE [(1 - 27l mvT] , (28)
- e 2 1 - .1 + 1 + ‘-l)i:‘ 29
Kv(-3'a;[< :hy s @ 2Th . (29)

The processing technique calls for placing all of the input
data in a form that is the SFD of displacement so that the.
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data channels can be combined so as to produce an SFD of the

pavement profile. Toward this end, observe that Ka(z) is the
deSiredeFD due to the accelerometer input. For velocity in-
put, an additional difference is required in order to obtain

the SFD of displacement:

k' (2) = = [(1 -2 hiea-2ha - z‘l)—‘i—]. (30)

v

4.2.5 DISPLACEMENT SIGNAL

The displacement signal from the noncontact sensor requires no
analog filtering, so the SFD form is obtained simply by per-
forming two differencing operations on the input data:

Knd(z} = (1 - z‘l)z . - (31)

4.5 CONVERSION TO DISTANCE-BASED SAMPLING

The next step is to convert from time-based SFD to a larger
distance-based SFD. Let N be the number of time sample points
occurring in a distance sample interval, N > 1. Observe that
N may vary from one distance sample interval to the next. For
the most part, variations in N will be accounted for automati-
- cally by the algorithm to be described. But occasionally a
specific value of N will be needed, and then it will be neces-
sary to have this value available for the specific distance in-
terval of interest.

The conversion from time-based SFD to distance-based SFD is
made with the following z-transfer {function:

(1 - z7Ny?2 (51
(1 -z 7)°

L(z) =
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This transfer function is applied to Equation (26) for accel-
eration inputs, Equation (30) for velocity inputs, and Equa-
tion (31) for displacement. inputs. '

4.4 COMBINING THE ACCELEROMETER AND NONCONTACT SENSOR SIGNALS

The digitized accelerometer input data is denoted a(z) and is
positive upward. The noncontact sensor input (displacement or
velocity) is denoted 5(z) and is positive when the pavement moves
up relative to the vehicle. With these definitions, the pave-
ment profile, y(t), is | '

2 .-
y(e) = JSa(wyde?s s(n) (33)
for displacement input from the noncontact sensor oT

v(e) = ffa(eydeds [s(o)de | (34)
when the noncontact sensor provides velocity data.

To obtain the distance-based SFD of profile, w(z), using dis-
nlacement input, combine Equations (26, (31), (32) and (33).
«N.?Z

- (l = z )‘ - - " -
w(z) = K.(z)a(=z) = K", (2)s(z)

B e

a"1y2 fw T\279_ _
L () e -5

[
]
[




When the probe provides velocity data instead, then Equations
(26), (30), (32) and (34) are combined similarly:

N2 |
2y = Lo )Tk (2)3(z) + K'.(2)5(2)
w( 2 Y [ a v ']

-1
.2 i i [ta'(z)' . uagcz)]

(8]

w, T\2 e »°1 - .
. (_g_) Ei Z-I;Z a(z)] . (56)

p
Equations (35) and (36) can be combined by incorporating quan-

tities °q and £y to distinguish between displacement and ve-
locity input:

1 for displacement input (37)
P17 {l/wv for velocity input

and

0 for displacement input

f2 * {wa for velocity input.

(38)
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The combination of Equations (35) and (36) is then

w(z) = al-z (1 - z'sz{[E(z) . oluazz(z)]
a

w_T\2 . -1 2 _
- ( 3 ) (1 2.1)2 a(z)} . (39)

4.5 COMPUTER IMPLEMENTATION

Equation (39) is in a form suitable for implementation on a
digital computer. The computer program involves two nested
loops. The inner loop does the time-based calculations and
essentially performs the operations indicated inside the braces
in Equation (39). The outer loop does the distance-based cal-

.-Ny 2

culations, which is essentially the (1 - = ") operation in

Equation (39).
4.5.1 INNER LOOP CALCULATIONS

The quantity

a(z) + plmazg(z)
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in EZquation (539 ) requires no calculations in the inner loop.
The numerator of the gquantity -

-1

i fFe - 0,521

in Equation (39) is obtained by calculating

c+f(a*a’) v py(s +s") (40 )

where primes denote the corresponding quantity from the pre-

. . 8 . - . . .
vious time step. The denominator, 1 - : 1, implies a single
integration, which is cbtained from

t«f + c. (31)

The gquantity

in Equation (39) requires several calculations. First
(1 + :'lji(z) is obtained from

d ~a+ a' - 2b, : (49)

> The symbol "+'" means ''assign the value of the guantity on
the right to the variable on the left."” It is written as
an equals sign in FORTRAN, but has a different meaning
than the algebraic equals sign [see Equation (41) for
example].
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where b 1s the bias in the acceleration signal, which can be
calculated as indicated in Appendix A. Only'for this par-
ticular quantity is it necessary to calculate and remove thé
bias. All other quantitieé that enter into w(z) involve
time-based first differences, (1l - z'l), which effectively

debias the SFD. This is apparent by examining Equations (26),

(3) and (31).

The next step after Equation (42) is to calculaﬁe (1 + 2'1)23(2)

using

e « 4 + 4'.

1.2

The denominator, (l-z

)

First and second integrals of e are obtained from

, amounts to double integration.
g+ g+ e,
h.« H + g.

The last operation in the inner loop is to update a', 4',
s' and the inner loop index, n, !

a' -« a,
d' « 4,
s' « 5,
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4.5.2 OUTER LOOP CALCULATIONS

The inner loop (time-based) is centinued until a block distance
interrupt is encountered. At this point the current values of
s, a, £, g, h and n, are used to perform the outer loop (dis-
tancz-based) calculations. Inner loop values are transferred

to outer loop values as fcllows:9

S - s, ' (50)
A=+ a, , - (51)
F « f, (52)
G+~ g, | (53)
H « h. (54)

The quantity
- 2 —_ - -
@ - =N (3« ppe, 25000)

in Equation (39) is calculated using an SFD straightforwardly:

U« S - §*%, (33)
7

C~A-A* + 500 7T, (3¢)

A~C - C*., (37)

where asterisks denote the corresponding quantity from the
previous distance step.

The quantity

w T -1 ¢ |
4 a- '“32 LI L (2) + 0,5(2)]

9Quant1tv ny is a specific value of the more general cuantwtx
N. N does not appear explicitly in the outer loop calculations.
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calls for an SFD involving F. Straightforward calculation
would give '

V « F - E*, (s58)
maT
B« &+ = (V- V*). (39)

A simplification is possible, however. 1If we set £ = 0 at the
beginning of each distance-based loop, then at the end of the
loop f will directly give a distance-based first finite
difference. Then only the second difference need be calculated:

waT .
A - b+ — (F - F*). (60)

The guantity

waT)Z INL2 (1 2-1)2 _
—_ (L -2z ) - a(z)

requires a somewhat more involved procedure. Straightforward
calculation yields

Y + H - H*, (61)
maT 2
4 « 4+ (—2-) (Y - Y*). 62)

Here again it is advantageous to set h = 0 at the beginning of
outer loop. Then at the end cf the loop h will directly give
the distance-based first finite difference, and the calculation
will be simplified as follows:

waT 2 _
A«-A+(T) (H - H*). (63

33



There is a mere important reason for setrting £ and h to zero
at the beginning of the outer loop. Examination of Equations
(42) through (43 ) will reveal that h is a second integral of
an acceleration measurement. Any uncompensated bias in a
Qill cause h to grow quadratically. This error can be
controlled by setting h = 0 periodically. Similarly, £ is

.a first integral and can grow linearly with any bias in &,
which motivates setting £ = 0 at the beginning of the 1o0p.

For the same reason, it is advisable to set g = 0 at the
beginning of the outer loep. This, howevef; invalidates
Eguation (563) because the value of g that is &iscﬁrded at
the beginning of the outer loop should be integrated in the
inner locp as a ceontributor to H [see Equaticns (43) and
(54)]. Because the value of g that is discarded remains
gonstant throughout the cuter loop, its contribution to H
is n, G*, and the proper form of Equation (63) is

maTZ :
A—A+<—2—) (H+n1G*-H*J- 64 )

Finally, the overall mulctiplier in Equation (3%9) is incorporactsd:

4 - A./uEZ' . (65)

The following quantities are updated at the end of the cuter
loop:

S* - §, (65)
A* « A, 67)
C* « C, (68)
F* + F, (69 )
G* « G, (70)
H* « H, 71
£ -0, 72y
g -0, (73]
h « 0, (T4
nl.-O. LT3)
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§.0 SPACE CURVE PRCCESSING

5.1 INTRODUCTION

The output of the SFD processing described in Section 4 is the
SFD of the pavement profile, Space curve processing reduces the
SFD to the profile itself.

The space curve algorithm basically provides double digital in-
tegration, and this part of the algorithm is quite simple.
Double integration by itself, however, is unsatisfaCtory be- )
cause various tvpes of errors in the input signal or ;he'initiai
conditions will cause the integrator output to grow without B
bound (see Section 1.2.1). Ccnsequentl?, the.spacglcvae_al;
gorithm includes some rather elaborate high-pass filtering in
order to remove the quantities that would otherwise cause un-
bounded grbwth of the outpur. | |

R TN

A-\..".

The filteriag is acccmnl.shed by calcula.lng an averace of ;ne ,
datz in the vicinity of the sample of interest. Then the ave;age
which is equivalent to low-pass filtering of the data, is sub-
tracted from the sample of interest, which is equivalent-fo high-
pass filtering of the sample of interest. This concept is de-

scribed below.

.2 FUNDAMENTALS OF FILTERING

(94]

v

.2.1 FILTERING BY AVERAGING

Consider the data shown in Figure 6. *héSé"data apparently
have considerable blas which 1f douole lnbeg d{'wbula give
rise to quadratlc GTOWth of the output | o

The bias can be removed by calculating an average of the da;a
over an interval, say (xa, Xyp) and subtracting the average .
from the original data. If the average is dencted XaXy , then
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7

Xq Xe Xp

Figure 6. Typical Data

the debiased data is of the form x_ - Y;?g. Note that the re-
moved bias is calculated within a "window' which moves with the
point of interest, and, the bias calculated this way is generaliy
not a fixed constant, rather, it follows the slow variations of
the data stream.

The debiasing operation is a form of filtering that passes high
frequencies and suppresses low frequency components. The cut-
off frequency is inversely related to the averaging length,

(xa, X-b)-

It is important that x_. be located midway between x, and Xp.

This creates a (noncaugal) symmetric filter that is direction
invariant. A disadvantage of symmetric filters is that the ‘
output is delayed relative to the input. That is, the filtered
value of X. cannot be calculated until all data (xa, xb) are
available. The delay invclved, therefore, is one-half of the

averaging length.

The example above involved continuous data, but the concepts
carry over directly to sampled data. The averaging interval
(xa, xb) should contain an odd number of samples so that the
filter can be symmetric about a sample at the midpoint.

Consider a sequence of data fi, n

< i < : s
s S 1<, with n. being

the midpoint. Then the average is
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Hhi
]
P
H

where

(76

(77)

is the number of samples in the average (unrelated to N used in

Section 4).

The filtered value of f. is

Quantities n., Ay and n_ are related as follows:

=
"
NI

A convenient family of averaging lengths can be specified
by use of the exponent n:

Different values of n will provide different averaging length,

therefore different cutoff frequency. The choice of the form

[2n - 1) for the family of filter length is first to insure that
the number of data points contained in the interval is odd and

that the 20 are the group of record sizes most convenient for
computers to handle.
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Computer implemeﬁtatibn of the averaging could be done
directly by use of Equation (76), but there is a more

efficient method. Let
8 T Z £, . | (82)

The advantage of this formulation is that it is related to the

average through

fj = gj/N , (e3)

and-it can be updated easily without calculation of the

indicated sum:

& = 8.1 * fi - Hum-r (84)

5.2.2 PROPERTIES OF AVERAGING FILTERS

Filters are often characterized by their impulse response or
by its frequency-domain equivalent, frequency response. The

impulse response ' of the averaging operation is a rectangular

window with unit area, as shown in Figure 7.

T
I/N
|
Y A
M j M
Figure 7. Impulse Response of Averaging

lOSee, for example, pp. 13-14 of L.R. Rabiner and R. Gold,
"Theory and Application of Digital Signal Processing',
Prentice-Hall, Engelwood Cliffs, New Jersev, 1975,
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In the impulse response approach, averaging is done by con-
volving the data sequence, fi’ with the window in order to
obtain the average ?;. Debiasing is done by convolving the
data with an impulse response function that combines a unit
pulse with a negative unit rectangular window so that the net
area under the function is zero. This is illustrated in '
Figure 8.

1 I/N
=M | ] i+M 4

Figure 8. Impulse Response of Debiasing
The £frequency response of the rectangular window (averaging)
.11
is

- Sin (NTeD)
W(#) = F51n (7o) | (83)

where ¢ is the spatial frequency {cycles per unit distance)
and D is the distance sampling interval. The debiasing
operation has a frequency response '

UCe) = 1 - W(e). (36)

llsee Rabiner and Goeld, pp. 90-91 for a2 derivation ol
the frequency Tesponse. :
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Both of these functions are plotted in Figure 9 versus the
dimensionless frequency ¥ = N¢D.

It is clear that when ¢ is used as the frequency instead of

$, the filter response amplitude is influenced only slightly
by the value of N. The value of N also affects the upper
frequency for which the filter should be used. This frequency
is v = N/2, and it appears in Figure 9 for the N = 7 curve.
For ¥ > N/2, the frequency response "folds'" over on itself so
that the response curve has the same shape at ¢ = N as at

v = 0., The value yp = N/2 corresponds to ¢ = (ZD)-l, that is,
the maximum frequency that can be recovered for a given

12

sampling rate. Therefore, there is no need to use the filter

beyond ¢y = N/2.

5.2.5 HIGHER ORDER FILTERS

A shortcoming of the debiasing filter illustrated in Figure 9
is the ripple that occurs in its frequency response. This |
ripple can be reduced by using a higher order filter. For
example, the filter

Vie) = 1 - W3(e) | (87

can be used. Its frequency response is illustrated in Figure 10.
Overshoot for the higher order filter, V(4) is only 1 percent
compared with 22 percent for the simple filter, U(¢). The
cutoff frequency is also lower for the higher order filter.

As discussed later in this section, a WS-type filter is used

in the final stage of the processing. ' '

125¢¢ Rabiner and Gold, pp. 26-28, for further discussion
of this problem. . ,
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Figure 9. Frequency Response of Filters U and W.
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(8]

i Vig)=1-w3 (¢)

U{e) =1-wi(p} ~

1 | |

2
Y=N@D

Figure 10, Frequency Response of Simple and Higher Order
Filters (N = 255).
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The ripple in W(¢) is associated with the discontinuity in

its impulse response (see Figure 7). This is a well-known
phenomenon . °

The impulse response associated with WJ(@) is in fact smoother
than that for W(¢). This smoother impulse Tesponse can be

Calculated by convolving a rectangular window with itself
twice as shown in Figure 11,

Impulse Response Frequency Response

|
] w " e
J

=M J+M

i

=T . w2 (¢)
[ j-2M j j+2M
Y
L L T~ w3 (@)
j= 3M j j+3M

Figure 11. Response Comparison for Various Orders of Filters.

13See Rabiner and Geold, pp. 88-90, for further discussion.
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In this figure the impulse response is a constant, linear
or quadratic function, respectively, for the three cases

shcwn.

Even higher orders of filtering can be cbtained by obvious

extension of the principles illustrated here. A W°(¢) filter
is used in the final stage of the space curve processing.

Computer implementation of higher order filters follows

straightforwardly from the procedure described in Equations
(83) and (84) for a simple filter. The simple filter provices

a rectangular window, and to obtain the next order of filter-

ing, one simple convolves this with another rectangular window,

which is done by passing the output from Equations (83) and (84)

through these same equations again:

gj = gj_l + IJ"’M - fj'M‘li’

l
Hhi .

IS TS IS VIS Y

(2]

= h./N.
J

This process can be thought of as "averaging the average."
It produces a filter with frequency response W2(¢), and the
pProcess can be repeated as many times as desired te obtain
even higher order filters.
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5.3 DOUBLE INTEGRATICN

‘Integration is carried out on the computer with a simple

summation operation:

Q. = 4. , * P, | | (90}

and double integration is accomplished by carrying out the
same operation again: '

+q.. ' (e1)

These integration formulas introduce a delay into the data.
Quantity qj actually represents the integral at a point mid-
way between j and j-1. Therefore, a double integration intro-
duces a delay of one sample in the data.

I1f the incoming data, pj, includes a bias, Egquation (90) will
cause the bias to grow linearly, and Equaticn (91) will cause
it to grow quadratically. In order to control errers, it is
therefore essential to remove the bias in p, with a debiasing
filter. This filter should be of the type V(¢) = 1 - W7(¢)
to reduce ripple. Direct implementation of V(¢) before

integration could cause numerical problems, however, because
the pj data has a large dynamic range after passing through

V(e).

Consequently, an alternative approach is used. Quantity V(¢)v
if factored into -

V(o) = 1 - Wi(e) = [1 - W(e)] [1 + W(e) + WE(s)]. (o2)

‘This factorization is used to advantage by first passing the
data through the 1 - W{¢) filter (see Figure &), which does
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not introduce a large dynamic rangé, then by performing the
double integraticn, and finally by passing the data through

a1l + W(e) + W2(¢J filter to reduce ripple. Figure 12 illustrates
the impulse response of the data as it passes through these
operations.

5.4 FINAL DEBIASIN

Although the input data is debiased before further processing,
the second integration operation introduces a bias into the
impulse response (see Figure 12d). Thus, the output can still
be biased. To eliminate this bias, a final debiasing operation
is performed. This is done by generating a debiasing filter

of the form cwm(¢), where C and m are determined as discussed
below.

Exponent m is chosen so that the debiasing term has ripple

of the same order as the filter whose impulse response is
shown in Figure 14g. From Figure 12 it can be seen that the
tails of the impulse response are linear in Figure 12¢,
quadratic in Figure 12d, cubic in Figure l2e, ana quartic in
Figures 12f and 12g. Similar analysis of averaging filters as
shown in Figure 11 reveals that a W5C¢) filter is required to
give quartic functions on the tails of the impulse response.
Therefore, m = S.

Coefficient C is calculated to give zero net area under the
debiased impulse response. That is, C is such that the area
under the impulse response corresponding to CW5(¢) is equal

to the area under Figure 12g. In order to calculate these
areas, use is made of the averaging filter's property of
preserving the area under the impulse response.' This property
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Figure 12, Impulse Responses for Filtering
and Integration Operations.
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follows from the facts that (1) this filter has unit impulse
response and (Z) any response is a superposition of impulse
responses. [t follows that the area under the impulse response

corresponding to W2 (#) is unirty.

To calculate the area under Figure 12g, we first calculate

the area under Figure 12d. Start with Figure 12b, and intro-
duce index i such that i = 1 corresponds to j - M in the figure.
The ordinate in‘Figure 12b can be represented as

so(il = -1/N, i1 = ;, e, M. (93)
The ordinate in Figure l12c is the integral of this:

i

S ) = > s ()

j=1

= -i/N. | . | _ (54)

\\
Another integration is used to obtain the ordinate in Figure 12d:

i

500 = > s ()

2N
Because of symmetry, the total area under Figure 124, S, is

the ordinate of the midpoint, sz(M), plus twice the sum up to
the midpoint:
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M-1
S =2 ZE S, (i) + S, (M)

i=1
MM-1 M-1

Ry e e
i=1 i=1

-1 [(M-IJM[ZM-U . (M-1)M | M(M+1)]
N 3 7 i

2

= _%‘_4_11 (96)

wnere the identity N = 2M+1 is used.

Figures l2e and 12f represent averaging cperations on Figure 12d,
and thus they each have area S. Figure 12g is the sum of Figures
12d, 12e and 12f, so that the area under Figure 12g is 35. There-

fore

C= 35 = :Lﬁé;il (97)

Figure 13 illustrates the impulse responses of Figure 12g be-
fore and after debiasing. In this figure the debiasing term
1s negative because C is negative, and the debiasing term is
subtracted from the data in order to obtain the debiased re-

sulc.
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l% 3:[ N-i DEBIASED
- - IMPULSE

\/ RESPONSE

Figure 13. Impuise Responses for the Final Debiasing.

5.4.1 FINAL FREQUENCY RESPONSE

Figure 10 shows the frequency response for the filtering but not
the integration operations in Figure 12. Because double in-
tegration is required in order to recover the space curve from
the SFD, it is appropriate that only the filtering be included
in the frequency response so that the frequency response charac-
teristic portrays the filtering done to the cutput space curve
by the processing. The debiasing temm, w5(¢), is not subject to
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integration, however, so it is necessary to calculate the
frequency response due tc double integration and divide it
out of the debiasing term in order to completely represent
the filtering done to the output space curve,

To obtain the frequency response due to integration, the
t-transform corresponding to Equation (90) is written,

and thg substitution

z = eje, 8 = 274D, (98}

1s made. The resulting quantity when squared,

1 2

l-e'Je ’

is the complex frequency response of double integration. To
obtain the amplitude response, set

Y*(g) = (1L - e 382 (99)

and calculate

|¥*(8)| = (1 - cos8)® + sin” ¢
= 2(1 ~ cos8)
= 4 sin® & (100)
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Therefore, the amplitude response for double integration is

4 sin~(meéD) -

The debiased frequency response is obtained by adding14
the debiasing filter - divided by the frequency response of
integration - to V(¢):

Z(s) = 1 - W3(e) * CW3(e)/Y(8)

NZ-1

=1 - W3(¢) - —---7—-sin2

(meD) W2(4) o (102)

where W(¢) is given by Equation (85).

This function is plotted in Figure 14 along with the blased
frequency response, V(¢). It can be seen that Z(¢) has a
higher cutoff frequency and more overshoot than V(¢).

14Investigation of the phase response associated with Y(¢) will

Teveal that the phase is approximately = radians in the
frequencies of interest. [As discussed in connection with
Figure 9, the maximum frequencies recoverable are such

that ¢D <1/2. For such frequencies one can see that the
imaginary term dominates in Equation (100).] Therefore,
double integration introduces a change of sign in the
frequency response, and it is necessary to add rather than
subtract the debiasing term in order to incorporate this
sign change.
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Table 1 gives the pertinent characteristics of V(¢) and . Z2(¢)
(wavelength, » = 1/¢).

TABLE 1

FREQUENCY RESPONSE CHARACTERISTICS OF
SPACE CURVE FILTERING

Vis) Z(4) Z(¢)
N = 255 N = 255 N = 3]
Maximum QOvershoat 1.01% 1.52% ' 1.53%
Wavelength for 0.90 )
Amplitude Response 1.588ND 1.506ND - 1.505ND
Wavelength for 1//1 ‘ . :
Amplitude Response 2.091ND 1.843ND 1.842ND

Table 2 is calculated using an average 1/vZ cutoff for Z(¢).
This table shows how N and D must be selected to provide the
desired filter cutoff for a particular application.

TABLE 2
SPACE CURVE CUTOFF WAVELENGTH (In Feet)

Sampling

Interval N = 31 N = 63 N= 127 N = 253
1 inch 4.8 e.7 i¢.53 58.1
2 inches S.5 19.3 5.0 : 78.53
4 inches 19.0 38.7 78.0 157

8 inches 58.1 77.4 156 3513
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5.5 AN EXAMPLE

All of the information needed to understand the space curve
algorithm is provided above, but to make it clearer just how

all of the pieces fit together, a comprehensive example is
provided here. The example is the calculation of the impulse
response as portrayed in Figure 13c using N = 7 (this is the
smallest value of N that illustrates all of the principles
involved). Accordingly, the input sequence is the value

"l" preceeded and followed by infinitely many zeros.

Table 3 displays the calculations involved in processing the
input sequence. Each row in the table represents one pass
through the algorithm, that i1s, one call to the space curve
subroutine. The columns in the table represent specific
parts of the algorithm. The coluwnn headings include the
¢olumn number, the type of computational operatioh performed,
the columns from which the data - is drawn, and the associated
variables in the computer program. The columns relate to the
preceding figures as follows:

Column Figure
1 12a
. 12b
lic
12d
11 12e
12 : 12f
13 12g, 1lsa
14 l3b
13 13c

It is apparent that each column in the table is symmetric
about some midpoint. The midpeint for the input data 1s step
1, and for the output it is step 16, which represents z delay
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TABLE 3

CALCULATION OF SPACE CURVE IMPULSE RESPONSE FOR N = 7

~COLUMN_ 1 2 3 2 5 ° I 2 2 10 TVERAGE 1% COhlngNE = 15
FIRST  SECOND THIRD  FOURTH FIFTH  DELAY  DEBIAS & SECOND  N-SAMPLE INTEGRATOR SECOND HIGHER ORDER DEBIAS  DEBIASED
OPERATION  INPUT AVERAGE AVERAGE AVERAGE AVERAGE  AVERAGE  INPUT  LST INTEGRAL  INTEGRAL DELAY OUTPUT AVERAGE TERMS TERM OUTPUT
ESESMEEOM - 1 2 3 4 5 1 2.7 8 9 10 11 10,11,12 6 13,14
VARLADLES  DEUTA XML xKm XY e PO %0 i N e R % Xt spe
CODE 1,% (2,%) (3,%) (4,*%) (5,*) BIAS SPCURV(2,*) SPCURV(3,*) X
STEP 1 1 1/7 1/72 /7 17 1/7° 0 -1/7 -1/17 Y Y 0 o -6/7° 6/7°
2 0 i ar? 3/7° a/7* 5/7° 0 2/7 -3/1 0 0 0 0 -30/7%  30/7°
3 0 1/7 3772 6/7° 10/7% 15/7° 0 -3/7 -6/7 0 0 o 0 -90/7°  90/7°
4 0 1/7 4/7% 10/7° 20/7" 35/7° 1 3/7 -3/7 0 0 0 0 —210/7°  210/7°
5 0 1/7° 5772 15/73 35/74 70/75 0 2/7 -1/7 0 o 0 0 ;420/75 420/75
6 0 1/7 6/7° 21/7° s6/7  126/7° 0 1/7 0 0 0 0 0 -756/7°  756/7°
7 Q 1/7 7772 28/7° 8a/7"  210/7° 0 0 o 0 0 0 0 -1260/7% 1260/7°
8 0 0 e/72 3a/7°  11e/7% 32507 0 0 0 ~1/7 -1/72 -1/7° -177%  _1950/7° 1901/7°
9 0 0 5/7% 36/7° 149/t aros1d 0 0 0 -3/7 _a/7? _5/7° _5/7°  _2820/7° o575/7°
10 0 0 4/7? a7/7° 18077 ea0/7° 0 0 0 -6/7 210772 ~15/7° -15/7°  _3804/7° 3105/7°
11 0 ‘o 3/7% 36/75  206/77  826/7° 0 0 0 -3/7 -13/7° —28/7° _35/7°  ~a956/7° 3241/7°
12 o 0 2/7% 33/7° 22477  1015/7° 0 0 o -1/7 -1a/7% —a2/7° -70/7%  -6090/7° 2660/7°
13 0 Q 1/72 28/73 231/7‘1 1190/75 0 0 0 Q —14/72 .56/73 _125/73 _7140/75 966/75
14 0 0 0 2177 22a/7%  1330/7° ) 0 0 0 “14/7° 70773 —210/7%  _v980/7° -2310/7°
15 Q 0 0 15/73 206/74 1420/75 0 o] Q 0 —13/72 -82/73 -327/73 -8520/75 -7503/75
16 0 0 0 10/7° 180/77  1451/7° 0 0. 0 0 _10/7% _88/7° _a80/7° _8706/7° -1418/7"
17 0 0 0 6/73 149/7‘1 1420/75 4} 1} 0 0 —4/72 —82/73 _327/73 -3520/75 _7503/75
18 0 0 0 /7 e/t 133077 0 0’ 0. 0 17t -70/7° —210/7°  _7980/7° _2310/7°
19 0 0 0 1/7° gas7?  1190/7° 0 0 0 “ 0 0 —56/7° -126/7°  -7140/7°  096/7°
20 0 0 1] [4] 56/74 1015/75 0 0 4] 0 0 _42/73 _70/73 —6090/75 2550/75
21 0 0 [¢] s} 35/74 8267/75 0 0 0 0 0 —28/73 _35/73 _4956/75 3241/75
22 0 0 50 0 20/7%  &aos7°® 0 0 0 0 0 “15/7°3 -15/7%  -3sao/7° 3105/7°
23 Q 0 0 0 10/7% 470/7° 0 0 0 o 0- _5/7° _5/73 _2820/7° 2515/7°
24 0 0 o] 0 4/74 325/75 ¢ o 0 o Q —1y73 _1/73 ' —1950/75 1901/75
25 o 0 0 0 /7% 210070 0 o o 0 0 0 0 ~1260/7° 1260/7°
26 0 0 0 0 0 126/7° o 0 0 0 0 0 0 _756/7°  756/7°
27 0 0 0 0 0 70/7° 0 0 0- ‘o 0 o 0 _420/7°  420/7°
-28 0 0 0 0 0 35/7° 0 0 0 ‘0 0 0 0 -210/7°  210/7°
29 0 0 0 o 0 15/7° 0 0 0 0 0 0 0 ~90/7°  90/7°
30 o] o] 0 0 0 5/75 0 0 ] 0 -0 Q 0 —30/7‘:J 30/75
31 0 0 0 0 ) 1/7° 0 0 0 0 0 0 0 _6/7° 6/7°
TOTALS 1 1 1 1 1 1 1 0 2 _2 -2 5 6 6 o




of 15 steps (SM steps in general). The overall length of the

filter is determined by the fifth average, which is 31 steps
long (lOM + 1 in general). The columns do not all have the same

midpoints, as opposed to the aligned illustraticns in the figures,
and thus it is necessary to introduce delays into the algerithm
at appropriate points to bring all terms into proper alignment.

Totals are provided for all values in each column. These
totals are helpful in understanding the calculation of

the debiasing coefficient. The column 15 total shows that
the net area under the impulse response is zero, and thus
any biases in the data or the processing are cancelled from
the output.

§.6 REAL TIME IMPLEMENTATION OF THE ALGORITHM

Although the algorithm described above is suitable for real
time implementation, further analysis is needed to render the
algorithm into a form that is properly scaled, reasonably
free from numerical problems, and as efficient as possible.

As an illustration of what can be done to improve efficiency,
consider the large number of divisions by N that are required
(columns 2, 3, 4, 5, 6,8, 11, 12 in Table 3). In machine
language, division by N can be done by a simple shift operation
if N = 2%, In our case N = 20
are necessary to take advantage of division by shifting. This

- 1, however, so adjustments

is done by dividing by 2" and then correcting at the end of the
algorithm with the factor

n )
Z I S U L - " (103)

21 1-271
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the debiasing term, which involves five
example, the correction factor is

1+ 27 ™32 1.5 278,
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6.0 THE COMPUTER PROGRAM

The digital processing algorithms described in Sections 2-5 ate
implemented in a computer program written in ANSI FORTRAN IV.
This section describes the details of this program for offline
processing.

6.1 PROGRAM STRUCTURE AND SUBROUTINES

6.1.1 OVERALL STRUCTURE

The program comprises a main program and five subroutines, all of
which are called by the main program. The main program reads the
input data, sets up processing constants, provides overall com-
trol of the processing, and calls the five subroutines to handle
specific parts of the processing. The main program is discussed
in detail in Section 6.1.2, and the subroutines are described be-

low.

Subroutine BLXDIS. This subroutine processes the input (time-

based) block distance signal t¢ detect the distance-based block
distance interrupts. Its ocutput is the logical variable OFF,
which is normally true but is false if there is a block distance
interrupt. Variable OFF is used by subroutine SED to trigger the
time-to-distance conversion. The algorithm used in BLKDIS is
described in Section 2.2.2.

Subroutine JUMP. This subroutine detects and eliminates phase

jumps in the acoustic probe signal. In so doing, it introduces
a small delay (currently 12 time scans) into all three input
data channels. The algorithm used is described in Section 3.

Subroutine SFD. This subroutine corrects for the acceleraticn

and velocity analog filters, combines the accelerometer and non-
contact senscer signals, and converts from time-based to distance-
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based sampling. The inputs are the accelerometer and noncontact
sensor signals obtained from JUMP and the block distance trigger
OFF, obtained from BLKDIS. The output is the SFD of profile,
Section 4 describes the algorithm employed.

Subroutine SPACEC. This subroutine performs the double integra-

tion required to reduce the SFD to pavement profile and also in-
troduces high-pass distance-based filtering tc control error and
suppress undesired long wavelength terrain components. The
input is the distance-based SFD obtained frem subroutine SFD,
and the output is the desired distance-based pavement profile.:
The algorithm is described in Section 3.

Subroutine QUTPUT. This simple subroutine collects output from
five channels scan-bv-scan until 256 distance-based scans are
accumulated and then writes the resulting record on the desired
output unit. It also fills the end of the last output record
with zetos as needed so that it has 256 scans and no data are
lost at the end of the run. The method used is evident from the~
source listing in Appendix B.

6.1.2 MAIN PROGRAM
Overview

The main program first reads a header record that identifies the
data being processed. Then two records of run parameters are
read. . Certain processing constants dependent on the run parameters
are calculated. Next, the file of digitized input data is po-
sitioned at the desired starting record as specified by the run
parameters., The header and run parameters are written on unit

6 to provide a written reccrd of the run..

The program then enters the main prccessing loop, which indexes
over the specified number of records of time-based digitized input
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data. Inside this locop is another locp, which indexes over the
256 time-based scans within each input record.

Within the inner loop, JUMP is called to do the phase jump
processing; BLKDIS is called to determine if the present time-
based scan i1s also the end of a distance-based scan (OFF=.FALSE.);
subroutine SFD is called to handle the SFD processing; and if
OFF=.FALSE., then SPACEC and QUTPUT are called to do the distance-
based processing and save the results, respectively.

When the outer loop has exhausted the specified input records,

the program generates an additional input record that corresponds
to perfectly flat pavement at the height of the last processed
input scan. This record is processed as many times as 1s neces-
sary to flush out the output profile value corresponding to the
last input data. (The delay imposed by the space curve filter
necessitates the flushing if the last value is desired.) Vari-
ables IEOF and IEXTRA control the amount of extra processing
needed. Variables MSTEP and NSTEP generate uniform block distance
interrupts at a Tate ccrresponding to the last of the input data.

When the flushing is complete, OUTPUT is called one more time so
that it can £fill out the current output record with zeros and

transfer the record to the output file.

Finally, the number of input and output records processed is
written on unit 6 and the files zre closed.

Flowchart

A flowchart of the main program is previded in Figure 135.

6.2 INPUT DATA

The input is in twe forms, the run parameters, which are rzad
from unit 5, and the data to be processed, which are read from
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READ RUN
PARAMETERS

SET MODE-
DEPENDENT
CONSTANTS

SET
FILTER
CONSTARNTS

CALCULATE
IEXTRA

| WRITE
HEADER

- |SKIP TO"HBEGINNING
RECORD ON
INPUT PROFILE

WRITE HEADER
AND
RUN PARAMETERS

Figure 15. Flowchart of Main Program.

62



[

RECORD

READ DATA/]

CALL
BLKDIS

[START

MAIN

LOOP

CALL
SPACEC

|

CALL
OUTPUT

Figure 15 (continued).
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IEOF = IEOF + 1

RESTART

FLUSHING
TEOF = 1 | RECORD
|l - L -
GENERATE |
FLUSHING | |
RECORD | |

) 3

Figure 15 (continued).
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CALL
OUTPUT

WRITE NO. OF
| RECORDS
PROCESSED

CLOSE
FILES

C - D

‘Figure 15 (concluded).
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unit 9. The specific form of the input is covered in Part 1,
Section 2.5.2, of this report.

6.5 OUTPUT DATA

Similarly, the output is in two forms, the run parameters and
other information documenting the run, which are written to unit
6, and the processed data, which are written to unit 10. The
specific form of the cutput is described in Part 1, Section 2.5.5,
of this report.

6.4 PROGRAM CONSTANTS

The program contains constants initialized through DATA state-
ments. A few of these constants may have to be changed if
operating conditions change. The specific constants involved

and instructions for changing them are covered in Part 2, Section
5, of this reporet.

6.5 SOURCE CODE

The FORTRAN source code listings for the main program and the
five subrocutines are provided in Appendix B.

6.6 COMMON BLOCKS

There are five common blocks in the program. These are described
in Appendix C.
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7.0 RESULTS

When the profilometer data were being collected for this pro-
ject, the acoustic probe was experiencing some signal dropout
problems that greatly reduced its data-gathering ability. Con-
sequently, it was not possible to collect any road profile data,
but a limited amount of data were obtained indoors using simu-
lated pavement motion. The data collected and the results ob-
tained from it are described below.

There are plans to collect road profile data and thus demonstrate
the data processing system more completely when the acoustic
probe is perfcrming better.

7.1 EQUIPMENT SETUP

A horizontal board approximately twenty inches (51 cm) square
and 1/4 inch (6 mm) thick was attached to an oscillating drive
mechanism so that 1t moved vertically (perpendicular to the
plane of the board). The amplitude of the motion was 3/16 inch
(4.8 mm) zero-to-peak. The usable speeds ranged from 0.5 Hz,
where 1t was limited by chatter and lack of power to lift the
board, to 5 Hz, which approached the board's resonance freguency.

The board was placed under the acoustic probe, and the vehicle
was raised so that the probe-to-board distance was. the same as
the normal probe-to-pavement distance.

The accelerometer was removed from its normal location on the
acoustic probe and attached to the board without changing its
orientation. With this arrangement, the acoustic probe and
the accelerometer measure the same motion, and their effects
are additive in the digital processing. This situation con-
trasts with the normal one where the accelerometer is ¢n the
acoustic prcbe and the vehicle is bounced over a staticnary
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surface, in which case the two measurements tend to cancel each
other (see Part 2, Section 4, of this report). However, mathe-
matically it is only a change cf the sign on one of the signals
to obtain an effect of cancellation, which is useful in cali--
brating the system.

The block distance signal was generated by feeding a periodic
pulse into the ENSCO Electronic Package (EEP) at a rate suf-
ficient to produce 500 block distance pulses per second (see
Part 2, Section 3.2).

With the above exceptions, the equipment was set up according
to Part 1, Section 2.1, of this revort.

7.2 DATA AVAILABLE

Data are available for six runs made with the oscillating board.
Ten feet (3 m) of analog tape were recorded per run, which pro-
vides sixteen seconds of data per run. For the first three runs,
the standoff (probe-to-board) distance was adjusted so that

there were no phase jumps in the acoustic probe signal. For the
last three runs, the standoff distance was changed to give a
pair of phase jumps per cycle of oscillation.

The six runs are listed in Table 4. The pavement wavelength
values correspond to the assumptioﬁ of a one-inch (2.5 cm) block
distance interval. Runs 1 and 6 are considered long wavelength
runs, runs 2 and 5 are medium wavelength, and runs 3 and 4 are
short wavelength. (Although the data processing system is cap-
able of handling a wider range of wavelengths than this, the
oscillating board is incapable of generating them.)

The mean standeff height (to the bottom surface of the acoustic

probe) was 8.5 inches (21.6 cm) for runs 1-3, 7.75 inches (19.7
c¢m) for run 4 and 7.62 inches (19.4 cm) for runs 5-6.
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7.3 PHASE JUMP RESULTS

No phase jumps exist in the data for runs 1-3, and the phase
jump processing does not erronecusly detect any jumps for these
Tuns.

Runs 4-6 are more interesting in this regard because phase

jumps are inserted deliberately. Figure 16 shows the rtaw phase
angle input and the reconstructed phase angle signal after phase
jump processing for runs 4-6. The results for runs 4 and 5 are
perfect, but there are two slight flaws, indicated by (1) and
(2), in rTun 6.

The flaws in run 6 occur because the jump cccurs in this run at
a point where the phase angle changes especially slowly with
time, and consequently the phase meter introduces extraneous
jumps &s it hovers near the switching point. Figure 17a shows
the time-based input to phase jump'processing in the vicinity
of the pair of jumps (1) in Figure 16c. Just after the jump

up, there is a notch cocrresponding to a pair of extraneous jumps
spaced so closely that the signal does not have time to reach
the zero degree level. Consequently, nc phase jump is detected
at the notch, and the notch passes through to the output.

Figure 17b corresponds to the pair of jumps indicated at (2)
in Figure 16c. In this case there is an extraneous spike just
before the jump up. Because the spike has too little duration

to reach full 360 degree height, it toc is undetected and thus
appears in the output.

The next pair of jumps, indicated (3) in Figure 16¢, have no
flaws in the output, but there is indication of a flaw at the
jump up in the input. Figure 17¢ shows the flaw in the en-
larged time-based format. In this case there is enough time
for the signal to jump from 0 to 360 degrees cr vice versa,
and three jumps - up, down, up - are detected and corrected.
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Figure 16, Phase Jump Processing for Runs 4-6.
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Besides (3), there are two other cases of this type evident
in Figure 16c, and all three are handled properly by the phase

jump processing.

The digital phase jump processing produces a much smoother re-
sult than the range extender it replaces. Figure 18 illustrates
the range extender's performance on periodic signals similar

tc those in Figure 16. Note that there is a significant spike
in the output each time a phase jump occurs.

7.4 PROFILE RMPLITUDE RESULTS

The oscillating board has an amplitude of 3/16 inch (4. 8 mm) ,
and because of the way the equipment was set up, the computed
profile would be expected to have an amplitude of twice this
amount, or 3/8 inch (9.5 mm). The results actually computed
for pTOflle amulltude are gl\en below.

Because of difficulties encountered with the acoustic probe,
it was not possible to obtain'an‘accurate vertical calibraticn
of the'systém,‘but‘an,approximaté calibration was obtained by‘
calculating the overall system gain from individual component

gains. Table 5 shows the amplitudes computed for the six runs
relative to the amplitude of the oscillating board.

The results expected for phise jﬁmp procéssing}output ate 1.000
for all runs. The actual results fall considerably short of
this value, probably because of inaccurate vertical calibratien
and nonlinear acoustic probe responsel5 Observe that the phase
jump processing output is particularly small for rtuns 1-3. Data
for these runs were collected with an 8.5 inch (21.6 cm) stand-
off height, and it is known that the sensitivity of the acoustic

probe 1s particularly low at this height.

3Ideallv the probe's output phase angle is proportional to
the input probe-to-pavement displacement. Stray acoustic
paths inside the probde, however cause the actual response
10 deviate substantizlly £{rom laeal linear performance.
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Run

Profile Amplitude Results

TABLE

5

(Displacement Relative to Input Displacement)
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0.973



Another observation can be made from the phase jump processing
output in Table 3. The high frequency runs (runs 3 and 4; see
Table 4) have large amplitudes relative to the low frequency
runs (tuns 1 and 6). This occurs because the high frequency
Tuns are close to resonance of the oscillating beard, which 1is
a condition in which the part of the board under the acoustic
probe is flapping with gfeater amplitude than the driven motion
at the root of the board.

The space curve processing output listed in Table 5 follows the
same pattern among runs as discussed above for the phase jump
processing output. By subtracting these two amplitudes for
each run, the displacement amplitude apparently due to the ac-
celerometer measurement can be calculated. These values are
listed in the last column in Table 5, and they all fall close
to the expected value of 1.000. The high frequency runs have
somewhat greater amplitude, which occurs because the acceler-
ometer is mounted slightly outboard of the root of the board.

The fact that the values in the last column of Table § are ap-
proximately the same for all six runs means that the processing
is correct under this variety of conditions. The fact that all
six values are approximately 1.000 means that the approximate
calibration for the accelerometer is correct within three per-
cent. The fact that there is substantial variation among the
six phase jump processing outputs only indicates that the acous-
tic probe is nonlinear and out of calibration and that the os-
cillating board was operated too close to its resonance; this
variation does not detract from the correctness of the data
processing svsten.

7.5 SIGNAL CANCELLATION RESULTS

The vertical acceleration calibration procedure calls for rock-
ing the vehicle over fixed pavement and adjusting the scale
factor ratio until the accelerometer and noncontact Sensor
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channels just cancel each other (see Part 2, Section 4). With
the oscillating board, a similar situation can be created by
using negative values of scale factor ratio to invert the ac-
celerometer signal. Results obtained in this way are discussed
below.

The six runs listed in Table 5 are obtained using a scale factor
razio of 446/5ec2. With a scale factor ratio of -446/sec2, par-
tial cancellation is obtained in all six cases. C(Cancellation

is partial in the three cases corresponding te runs 1-3 because
the acoustic probe sensitivity is low for these three runs, as
discussed in Section 7.4 In the two cases corresponding to

runs 4 and 5, the acoustic probe sensitivity is improved, but
there is a phase shift in the oscillating board because it is
operating close to resonance. The board's phase shift intro-
duces a phase shift into the‘processing so that ¢omplete can-
cellation is not possible. | '

This leaves the case corresponding to run 6 as the best oppor-
tunity to demonstrate cancellation. Figures 19a-19c show the
noncontact sensor signal, the accelerometer signal and the out-
put profile, respectively, for tun 6. When the accelerometer
signal is inverted, Figure 19d results, and it is clear that
the two input signals cancel each other to a great extent.
Further .examination reveals that the accelerometer signzal is
overcahcelling the noncontact senscr signal, so in Figure 19e
the accelerometer gain is reduced to 3/4 of its previous value.
The result is good cancellation. (Observe that Table 5 would
suggest that a scale factor ratio of -446(0.693/0.973)sec’ % =
-318/sec2 be used to obtain cancellatipn with the run 6 data.)

7.6 SPACE CURVE FILTERING RESULTS
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Figure 19. Signal Cancellation Results
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7.6.1 FILTER CUTOFF CHARACTERISTICS

The space curve filter's theoretical frequency response is
shown in Figure 14 [Z(4)], and the corresponding cutoff wave-
lengths are given in Table 2. The actual frequency response
is determined here by processing the data from runs 1-6 with
various combinations of filter parameters chosen to place the
fundamental frequency of the oscillating board in the cutoff
region.

Two parameters influence the. cutoff wavelength: the space
curve filter exponent, n, and the distance sample interval, D.
The cutoff (1//2 amplitude) wavelength, Ac’ is

Al =1.843D (2% - 1). (105)

All of the data collected for runs 1-6 correspond to D = 1 inch
(2.5 em). In order to obtain data with larger values of for
this exercise, however, the collected data have been processed
to remove selected block distance pulses so as to create data
with larger values of D.

Table 6 presents results for fourteen runs. Runs 1-6 are the
ones that have been discussed up to this point. The values of
n and D used for these tuns are shown in the table. The cor-
responding value of ¢ [y = (Zn - 1) ¢ D, where ¢, the spatial
frequency, is the reciprocal of the listed wavelength] is
greater than unity for runs 1-6. Therefore, all six of these
Tuns lie in the range of spatial frequencies passed by the
space curve filter (see Figure 14).

Runs A-H use the same noncontact sensor and accelerometer data

16

as runs 1-67", but the values of n ané D are changed so that

all eight of these runs lie in the range 0 < ¥ < 1 where the

IORuns A-H are based on tuns 1, 2, 3 and 6 as indicated in
Table 6. Run 4 is not used as a ba:is because it has
essentially the same wavelength as run 3, and likewise for

TUn 3.
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TABLE 6

Space Curve Filter Cutofl Results
(1 foot = 12 inches = 30.5 cm)

Theoretical Mcasured
Wavelcength 0 ) ' Runs . Amplitude Amplitade
Run (fecet) n (inches) ‘ ¢ 1*(y) Compared Ratio Ratlo

1 82.5 8 4 1.0303 1.0000 - - - : -- --

2 14.72 8 ] 1.4436 1.0152 - - -- . --

3 8.131 1 ) 1.3016 1.0104 -- - - --

4 8.014 7 ] 1.3206 1.0115 -- -- - -

5 149.14 8 1 1.50128 - 1.0143 -- ' - - - -

6 56.7 8 4 1.4991 1.0144 - - -- - -
A1) 82.5 8 1 0.2576 0.0972 Acd 0.0972 0.1823
B(1) 82.5§ 8 2 0.5152 0.6477 n:t 0.6477 0.6499
C(2) 14.122 S . 0.175% 0.0247 C:2 0.0243 0.0555
n(z) 14.72 6 } 0.3567 0.2710 n:2 0.266Y 0.2912
(3) 8.131 S 1 0.3177 0.1919 I3 0.1899 0.2082
I'(3) g8.131 6 ] 0.6457 0.8787 IF:3 0.8697 L 0.8759
G(0) 56.7 17 | 0.1867 0.0310 G:6 0.0306 0.0898
(o) 56.7 8 1 0.3748 0.3114 n:6 0.3070 0.3708
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signal is attenuated according to Figure 14. Quantity

ZR(w) = I(¢) = z{w/[(2" -1)D1}
is the theoretical fraction of the 51gnal passed by the fllter.

Table 6 shows the basis Tun (runs 1-6) against which each of
the runs A-H is compared. " The theoretical anplitude ratio 1s
obtalned by leldlﬁU values of 4 for the two runs involved.
The measured amplitude Tatio - the last column in Table 6 -
is obtained by dividing amplitudes of the output profiles for
the two runs.

The theoretical and measured amplitude ratics compare well in
all eight cases, which demonstrates the correctness of the
space curve filtering cutoff.

.In all eight cases the measured amplitude ratio is larger than
the theoretical ratio. This occurs because the oscillating
board preduces harmonics that are above the spatial cutoff
frequency, and these harmonics are passed by the filter with-
out attenuation, thus inflating the measured émplitude ratio.
The long wavelength runs (runs A, B, G and H) havé the lirgest
discrepancy between theoretical and measured amplitude ratics
because these runs have the largest amOunt'of'higher harmonics.
(In these low frequency runs the oscillating board's drive
motor is taxed. Consequently, the board rises more slowly
than it falls, and the board also tends to chatter, as indi-
cated in Figure 19b.) |

7.6.2 FILTER PARAMETER TRADEOPFS

Table 2 indicates that several comblnatlons of n and D often
yleld similar cutoff wavelengths The question arises: when
alternative values of n and D will produce the desired cutoff
wavelength, how should n and D be chosen? This secticon dis-
cusses the tradeoffs involved.
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As an example, consider run 2. Table 6 shows that up to this
point, this data has been processed with n = 8, D = 1 inch
(2.5 cm). But Table Z indicates that a2 similar cutoff wave-
length [39 feet (12 m)] can also be obtained withn = 7, D =

Z inches (5 ¢cm}); n = 6, D = 4 inches (10 cm); and n = 5, D = 8
inches (20 cm). Table 7 lists the four alternatives for the
run 2 data.

TABLE 7
Space Curve Filter Alternatives

D : D Relative Computer
n {inches) (cm) Time
8 1 2.5 1.000
7 2 5 0.985
& 4 10 0.950
5 8 20 0.820

This table illustrates that alternatives with large D take less
computer time because the. distance-based calculations are done
less frequently. It is also clear that the time-based calcu-

lations must consume most of the computer time because not too

much time can be saved by using a larger value of D.

Figure 20 illustrates a more pertinent aspect of the alterna-
tives, namely, the SFDs generated in the four cases. The
wavelengths of interest are much longer than D, and in this
case the SFD asscciated with the wavelength of interest is
proportional to Dz. The SFD associated with noise in the
measurements or computations, however, is independent of D.
Therefore, the signal-to-noise ratio is lcw for small values

of D.
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This problem is compounded by the fact that an alternative
with a small D has a4 large n, and the space curve processing
requires a larger dynamic range when n is large.

All four alternmatives have the same cutoff wavelength and pro-
duce the same profile when the wavelengths of interest are much
larger than D. Because the alternative with a large value of

D is superior computationally, it is 'preferred unless it is
desired to recover very shert wavelengths.
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8.0 SUMMARY AND CONCLUSIONS

A hybrid data processing system has been developed for inertial
based road profilometers; the output is distance-based and"
accurately recovers profile wavelengths up to 300 feet (90 m).
‘The inertial base is established by an accelerometer Vertiéally
mounted on a survey vehicle; the distance from the inertial
accelerometer to the road surface could be a displacement trans-
ducer or a velocity transducer, either contact or noncontact
type. The present svstem uses a noncontact acoustic system
which measures displacement.

With the present system, analog processing is done cnline.
Processed transducer signals and a block distance signal gen-
erated by a wheel-driven tachometer are recorded on analocg
magnetic tape. The analog tape is then taken to a computer
facility where the analog data is converted to digital form

at a scan rate of 4000Hz, which is then processed by off-line
computer programs to produce a distance-based, speed invariant

profile measurement.

Digitizing and digital processing are done off-line. The

need to perform off-line digitizing and processing means a long
delay between taking a measurement and seeing the result. It
would be much more desirable to perform all necessary processing
onboard which will eliminate the need for intermediate analog
recording and provide profile measurement results while con-
ducting the survey. This 1is, in fact, the goal of the develop-

ment effort.

As a part cof this project, ENSCO completed the preliminary
design of an online system using a Texas Instruments Model
990/10 minicomputer. The c¢ff-line software developed under
this project employed the concept of an online svstem; i.e.,
it receives data streams scan-bv-scan as they are provided by
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a real-time analog-to-digital converter, and performs the
necessafy delays and recursive processing to provide a contin-
uous profile output. Adaptation of this software into an
online, near real-time system is relatively easy. This off-line
software also has the built-in capability to accept acceler-
ation, velocity and displacement measurements so that different
types of transducers can be used in the system. '

86



9.0 RECOMMENDATIONS

Testing of the hybrid processing system has been hampered by

the inability to c¢ollect reliable road data with the acoustic
probe. When the acoustic probe is working properly, it would
be advisable to collect and process some road profile data

to further verify the data processing capabilities. Specifical-
ly, it would be desirable to demonstrate that profile wave-
lengths as short as six inches (0.2 m) can be recovered and
that the system is speed and direction invariant.

Now that the feasibility of recovering road profiles accurately
with hybrid processing has been demonstrated, FHWA should pro-
ceed to develop an online system employing the same techniques.
The online system provides an accurate profile measurement on
the spot, which is a quality needed to make this system attrac-
tive to the highway community.

The present offline system has been developed under the assump-
tion that it would be converted to an online system soon. If,
on the contrary, the oﬁfline system is the end product, then
some small changes would make it more useful. One 1s a digital
preprccessing'capability to eliminate block distance pulses

as desired so that various distance sample intervals can be
used at the digital processing stage (see Section 7.6). This
capability could also expand the repertoire of filter cutoff
wavelengths.

Another suggested addition to the offline processing is a post-
processing capability. Right now the profile results are just
written on a magentic tape. In order to use these results,

it is necessary to list them on a printer, plot them, or per-
form further calculations, such as computing power spectral

density.

87



Had road profiles been collected during this project, the ques-
tion that would have arisen is whether the computed profiles
are correct. In order to answer such questions, a means is
needed for censtructing or measuring a calibrated surface so.
that the accuracy of profilometers can be determined. It is
recommended that FHWA obtain a known highway profile for test-
ing rocad prefilometers.
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APPENDIX A
CALCULATION OF THE ACCELERATION BIAS

The acceleraticn bias is obtained from the average accelerom-
eter reading over the first-nhax time-based samples of the

run. For time step n, < n the average. is

max’
. na o
b, = L zz a. . o | (A-1)
n, n, ' i ‘
i=1 : :
Observe that o
n, No.1 L . |
®n, ° -Z-ai ) z i | (A-2)
o isl i=1 '

which by use of Equation (A-1) becomes

2y, T Mgbn, T (Rt LBy | (4-3)

Rearrangement yields

b =b_ 4 - (b, .4 - a_. )/n,. - (A-4)
n, n, 1 n, 1 n, 2

In computational notation this equatiocn is
b+b - (b- a)n,. o | (A-3)

: .= ; < < .- > T
Equation (A-3) is used for 1 < n, £ 0. For s Nnax the

existing value of b is used without further updating of b.
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. APPENDIX B
COMPUTER PROGRAM SOURCE LISTINGS

ROUTINE TO PROCESS FHuWA NONCONTACT HIGHWAY PROFILOMETER DATA
FHWA CONTRACT NQ. DOT-FH=11-95351

ENSCOr INC.: SPRINGFIELDs VIRGINIA

WRITTEM AUGUST 21, 1979 BY G. D. GUNN AND J. C. CORHIN
MODIFIED DECEMBER 24, 1979 BY P, G. SMITH

oo0oO0nO o

COMMON /IN/ IRAW(3,2T4&2

COMMON /DUT/ IPROC(7,234)

COMMON /WORK/ IDOUTH(?)

COMMON /PAR/ FREQ:RHOL1,.RHO2,0MA2:;0MT2,SCALE
COMMON /MUW/ NU(4)sC1,02

LOGICAL QFF.CLGS

INTEGER TAPEO»TAPELl:TAPE2

DIMENSION TITLE(I0)»ALPHA(E)}

BATA ALPHA/’DISP’» LACE’ s 'MENT’ s VELO’,»’'CITY’,’
""2 I’I I,

DATA TAPEQ»TAPELTAPEZ /9:9+10/»

$IECF »MSTEP,NSTEP ,CLOS MOUT/0:1,9r.FALSE. rQ/

TAPED IS UNIT TO READ TAPE TITLE: a9, TITLEZ ON RAW TAPE
OTHERWISE, =5y a>READ TITLE CARD

TAPEl (=9) IS THE INPUT RAM DATA TAPE (TIME 3JASED)

TAPE2 (=10) IS THE QUTPUT PROCESSED DATA TAPE (DISTANGE 3ASED)

0o0aO0DO00

REWIND TAPEL
REWIND TAPEZ
IDQUT (&)=
IDQUT(7)=0

READ THE RUN PARAMETERS

Qo0

IF(TAPEQ.EQ.?)READ(TAPED)ITITLE

IF{TAPEO.EQ. J3IREAD(S,10)TITLE
10 FORMAT{20R4)

READ(I»3) MINrMAX
3 FORMAT(2I1O)

READ(S»4) FREQsNFIL,»H4ODE,SCALS,CMEDAAOHEGAV
4 FORMAT(F10.0+2I10s3F10.0Q)

SET UP PROCZSSING CONSTANTS

o000

IF{MODE) 7+7+8

7 RHQO1=1.
RHQ2=Q.
MQDE=Q
GD TQ0 ¢

8 RHO1=1,/0MEGAV
RHO2=0OMEGAA
MODE=t

? OMAZ=OMEGARXX2
OMT2=0,.S20MEGAA/FRED
IF(NFIL.LT.S) NFIL=S
IFI{NFIL.GT.8) NFIL=6
C2=2.xxINFIL-1.,
Cl==(C2xx2=~1.,)/8.
NU(l)=)
NU(Z)={C2+1)/2
NU(J)=C2
NUC(4)=C24]
IEXTRA=SX(CI-L) /242

c TITLE IA A HEADER IDENTIFYING THE RUN DaTa
< ®IN 1S THE FINST RECORD TQ PROCESS
'f\ MAX 18 THE (AST RECQORN TO PROCESS

e
y.%ﬁﬁ§
;_:,M
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c FREQ 1S THE BIGITIZATION: FREQUENCY
¢ NFIL IS THE SPACE CURVE FILTER CUTOFF EXPONENT (USE S,4¢7 OR 3}
e MODE 1S THE SENSOR WQDE FLAG! O FOR DISPLACEMENT, 1 FOR VELJCITY -
= SCALE 1S THE RATIC QF SCALE FACTORS FOR ACCELEZRATION TO
e NONCONTACT SENSOK
C UAELAN {3 IMe ACULLERATION FILTER CURNER FREOJUENCT
g ONEGAYV 1S THE VELOCITY FILTER CORMER FREDUENCY
WRITE(TAPER) TITLE
(]
S SAIP TQ PROPER PLACE ON THE TAPE
c
1F(MIN.LE.1)GO TA SO
NSKIPwaIN={
.00 AQ I={,NSKIP
REAC(TAPEL,END=2000) IRAW
40 CONTINUE
c
0 CONTINUE
IF{HAX LE. ALHIMAX232000
NRECHMAX~MIN+L
[i=mQLEXI+L
{3=t142
13=mMALE+?

WRITE(4:20) FLTLE, RINsBAXONREC,FREQSHFIL, (ALPNACT) P [Tl /120
$SCALEALPHAC LD »ONESAAQNEGAY

2 FARMAT {7/ /3% s J0A4/ 75X+ 'READ FRAM ‘#1347 TQ “4I347 0 7
#13, 7 RECORDS‘//¥X,'DIGITIZATION FREQUENLY & *,rFd.ly
¥° SCANS/SEC //3Xy‘FILTER EXPONENT =/, 12//3X, SENSOR ndle: '
$3A4//3%+ *SCALE FACTOR RATIQ =, 1PE12. 4,7 /SEC’ A4//5X s’ ALLILER
1°ATION CUTQFF FREQUENCY =/ ,1PELll,4s’ RAD/SEC'//SX, VELCCITY ‘o
#‘CUTQFF FREQUENCY =, 1PS12.4y' RAD/SEC’//1X,80(°%°)//)

<

C main PROCEISING LOQOP

c
D3 7Q0 Mis=y,NRED
READ(TAPEL END9QQ) [RAW
ISAVE«IRAW (2, 2%4)

1%0 CONTINUE

0Q¢ 900 I=1,2%4
IDOUT (1 }=lRAL(Z, 1)
CHECN FQR PHASE HETER June
CALL JUMP(I,IBLA,IPRBsIACCEL)
IDAUT(2)=[PRE
IDQUT(Ii=lACCEL
NSTEPSNSTEP+L
IF{IEDF) 40+48C970
GRESK FOR BLOCK OISTAMCE INTERRUPTI SET OFF TU rAalLsk LM Si
40 CALL BLXDIS(IBLX,QFF)
IF(CFF) GO TO 80
NSTEPWNSTEP
NETEP=G
Ga TQ 8¢
c
€ I{F FLUSHING AT [HE EMD OF A RUN (IEDF.GT.0)» SET IHe VALUE OF ‘UPF°
C wITHOUT USING 5L.0CN DISTANCE PULSES

70 OFF=,TRUE.
IF(N3TEP . LT.MSTEPY GQ TO 30
QFF= ,FALSE.,
NSTEP=Q
COMVERT TIME-HASEL DATA [NTOD DISTANCE=BASED SECOND FINITE UIFFEREMCES
80 CALL SFUD(IPRB.IACLEL.QFF.DELTA)
CANVERT SESOMO FIMITE OIFFERENLES INTQ SPACE CURVES
IF(QFFIGU TO 100
CaLl SPACEC{DELTArSFCY)

e

g /
T od
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€ SEND QUTPUT TB TAPE
IDOUT(4)=DELTA
IDQUT(S)=5PCY
SALL OUIPUT(TAPEZ,CLIS,A0UT)

400 TF(TEOF.GE. |, AND, NUVLOFF) [EDF=-(EQFTL
20 LUNTINUE

e
C AFTER PRQCESSING THE GIVEN DATA. PROCESS HMORE RECORDS QF BLANK DATA
C TO GET THE SPACE CURVE QUTPUT. FOR THE LAST INPUT DATA

]
IF{IEDF .LE.0)GQ TO 709
[F{IEQF.GT.ISXTRAYGO TO (0G0
G TO 132

7900 CONTINUE

c

C GENERATE BLANN DATA

c

700 CONTINUE
IEQF =1
IF{mODE.GT.QJ) ISAVE=qQ
00 990 [=i{.,2%s
IRAWC2, 1) a[SAVE
IRAM(Is L)

940 COMT IMUE
§a T0 130

e

CLOSE QUT RUN

c

1900 ‘CONTINUE
£LQ49=.TRUE. ‘
CALL GUTPUTtrAPE“aCLﬂE.nnuT)
NRmMR=1

WRITE(4:1010) MRyMQUT

1010 FORMATI3Xs13,* INPUT RECORDS PQBCEBBED'/I
3%, 13, QUTPUT RECCRDE GEHERATEE 777
REWIND TAPEL
ENDFILE TAPED
REWIND TAPEl

sTaP
2000 COMTINUE . _
WRITE(4,20%0) | ; ,
20%0 FORMAT(// /5%, 'SKIP ERRGR, EOF AT //13//7)
sTop :
EE
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SUBROQUTINE SFOCIPREB. [ACCEL/QFF1LELTAY
c
C PREFARES ACCELEROMETER AND NONCONCACT SEMSOR SIGNALS, AND COHBINES
C THEM TC GIVE A SECIND FINITE DIFFERENCE QF PAVEMENT POFILE-
c
LABICAL CFF:FLAG
COMmQN /PaR/ FREQ:RHO1,RHAZ,JMA2,CNTI/E8CALE
BATA HM1iN2,I3IAS/0+1 10000/
DATA aS0+BIAS nAO+ DA FArGAIHALABLARL,CCL/BAL/AALIFAL/1JRD./
c : ‘ ‘
C TIRNE-SASED SESOND FINITE JIFFERENCE (INMER LOGP)
c

ASaFLOAT( IPRS)
US=AS+ASO
ASQ=AS
AARFLOAT{ IACCEL ) 3SCALE
IF(N2.GT.13TAS)Ga TO 10
31AS=0IAS~¢BIAS-AR) /FLOAT (N2}

2Nt

" CONTINUE
CAmARA+ARC +ANOZIUS
OAsAA+RAC=2,IBIAS
Easga+lAQ
AROTAA
DA0=NA

FAsSA+CA
GA®GA+EA
HA=HA+QA

LR LR )
IF(QFFIRETURN

fod . .
C DISTANCE~BASED SECONO FINITE OIFFERENCE (OUTEXR LOOP)
¢
US=AS-ASL
COmAA=AA L +RHOL SQMA23US .
UELTA=CE-CO1+(FA=FAL) SOMT2H (HA+FLOAT (1) 3GA1-HAL ) 20nTI3aAAT2
BELTA®OELTA/QNA2

AALTAA
CCi1s=CC
Gal=Ga
FALaFA
HalsHa
ASl=as

FA=Q,
Ga=g,
HAnQ,
N1l=g
RETURN
END
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SUBRQUTINE BLADISC(IZLN.QFF)

DETECTS APPEARAMCE OF BLOCK DISTANCZ PEDISTAL
USING FIRST DIFFERENCE QF THE SIGNAL

oaoaon

LAGICAL QFF,FLIP
COMMCN /PAR/ FREQ,RHAL,RHOZ,QOMAZ,ONT2:SCALE
DATA FLIP /.FALSE./» THRESH/400./

FLIP 18 FALSE UNTIL NESATIVE THRESHOL3) RESET TU FALSE
AT POBITIVE THAESHOLD

Qnonon

OFF=.TRUE.

Ri=FLOAT{ IHLK)

TEST=RI-RO

RO=R1

IF(ABS(TEST) .GE, THRESH)GQ TO 100
0" CONTTNUE

RETURN

100 CONTIMNUE
[F{TEST)120,39:1%0

110 CONTINUE
FLIP=.FALSK.
GQ Yg 99

120 CONTINMUE
IF (FLIPYRETURM
FLIPw.TRUE.
QFF-'F“LSEG
RETURM
END

, 54
1
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SUBRQUTINE QUTPUT(ITAFE,CLOB,NOUT)

“

§ WRITES 7%X2%& RECIKD |4 TAPE

4
LOGICAL CLOS
COMMAN /OUT/ [PRIIC(T:3%4)
COMMUN /WURNS 1LUUN L)
BATA NGQUT/L/

c

C QUTPUT CHANMEL ASSIGHRMENTS

C 1! RAW NONCIONTACT SENSOR SIGNAL

C 2! MONCONTACT SEMSOR PRQCESEED TO REMQVE JUMPS

€ J! RaW ACCELERQMETER SIGHAL

G 4! SELOND FIMITE OIFFERENCE

€ S: SPACE CURVE

c
IF{CLOS) GO Ta 30
0Q 10 I=1.7
IPRAC(I NQUT)= (DOUT( )

10 CONTINUE
IF(RQUT.LT.254)G0 T0 29
WRITE(ITAPE) IPRAC
ROUT=aQUT+1
NQUT=¢Q

20 CONTINUE
NOUT=RQUT+}

RETURN

c

LUSE QUT LAST QUTPUT RECORD

c

3O IF(HAQUT.LE.!) RETURN
BQ 40 J=NOQUT,224%
0Q 4Q I=21,7

40 IPRQC(I,J)=Q
WRITE(ITAPE) IPROC
NOUT=AQUT+L
RETURN
END

T
| Reproduced
best avajlab
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SUBROUTINE SPACEC(LELTAsSPCY)

Dnn

GENERATES 3SPACE CURVE FRONM SECCIND FINITE DIFFEREMCE

DOUBLE FRECISION XLOrXL1,XX(7)
DIMENSION AVG(9,234) 9 SPCURV(I234)
COMMON /MW/ NU(4),C1:C3 - '
ATA ﬁUGvS?CURU-XLOlXLLJXK/”O4G!0.0910.00/

™ ‘

¢ CALCULATE BIAS TERM

c

BIAS=0ELTA

50 10 [=1.,$

AUGC (/NUCL))Y=BTAS
XX{1)aXN{I)+8TAS=-AVG(I /NU{(4))
3lASsxK(1)/C2

19 CONTTINUE

<

C FIRST SPACE CURVE
C

. 0=mILQPAVG (L HUC2) =X (L) /02
XL1wxL1+XL3D

<
C MIGHER QRDER SPACE CURVE
e

SPCURV( L, NUCL) ) mXL]
X@SPCURV(124UC4))
SPCURV(2,MUC 1) )X

AIK{S)@XK({4) +X=SPCURV(IINUC4))
X=xX{4)/C2
SPCURV(IeNU(1))mX

Hy )

ANC7)EXN (/) PX=SPCURV(J o3 4))

XmxX{7)/C2
© XaX+SPCURV(Z»NU(JI) ) +SPCURVI(T HU(2))
g REMQUE THE 8IAS
¢ XXaClx8IAS
SPCVaX=XxX
E SHIFT THE PQIMTERS

0Q 150 I=1,4

HUCI)mMUC D) =1

IF(NUCI) «EQ.,Q)NUL I ) m2S54
159 CONTINUE

RETURN

END

-
A S T
% <
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SUBKOQUTINE Junf(I1,1BLK.IPRB ACCEL)
<
C THIS SUBROUTINE REFLALES THE ACQUSTILC PROBE RANGEZ SXTENOER.
C IT DETELTS AND SLIMINATES JUnPS IN THE DJATA DUE TQ THE PHRSE METER 144
C UESREE RANGE. THE RANGE QF THE QUTPUT I3 LIMITED ONLY 3Y THE

©C CONPUTERS INTEGER WORD LENGTH. THE QUTPUT IS OELAYED 3Y .mAXSTP TINME

C STEPS.
c
DIMENSIUN IDELAY(3,3Q)
COMMON /IM/ IRAM(3,2354)
c .
C ININ AMO IMAX AKE THE mlN AMD MAX THRESHOLOS (NEAR O AND 340 UEGKEES),
C RESPECTIVELY. MAXSTP 13 THE MAXIMUM NUMBER OF TIME STEPS SEARCHED
C FUR A JumP, JumP® [S THE INTEGER EZOUIVALINT OF 140 DEGREES,
c .
UATA IMIN: IMAX, MAXSTP, JURPS/40,1100012,1146%9/
$IDELAY, JUMPS,NSTEP,LOLD YLD IPTR/10020, 2/

x

[FENE ]

DATA TAPE CHANNELS
BLAOCK BISTANCE
MONCONTACT SENSQOR
ACCELEXROMETER

e ve oe £

INTRODUCE DELAY [MVU UalA

Yt axaxelisl

IPTRe[PTR=}

[FI(IPTR.EQ.Q) [P TRw3Z

LAGe IPTR+HAXSIP

IFtLAG.GT.32) LAG=SLAG~-32
IDELAT(LIPTRI®IRAN L DD
IDELAYIZ, IPTRI®(RAW{Z2 1) +IURPS
IDELAY(3I, [PTRI=[RAW(I )
I3LXaLDELAY(I:LAG)
IPREBsIDELAY(2:LAG)
IACCEL=IDELAY 3/ LAG)

c
C DETEXRMINE WUHICH REQION WE ARS IM NOW
[

LNEW=Q

IF{IRAM{2,1).0T.IMAX) LNEW=1
IFCIRAM(2,2) LT IMIN) LNEWS=]

c
“6TTEST FOR COMPLETION QF JunP
¢ ,
IF(LMENELO.LT.0.OR. LNEWSLOLD.LT,Q) GG TQ 100
IF(LNEN.NE.0.OR,LOLD.E20.0) GO TO 10
[nd
¢ slaxk? QF Jume
¢
NSTEP=1
Lo=L0LD
¢a T 20

10 IF{(LO.ER.0) uWu TQ 20

c
€ mIDOLE QF JumP

od
HSTEPWNSTEP+1
IFI{NSTEP.LT .MAXSTPY GO TQ 20
c
¢ REIMITIALIZE FOKR A NEW UNMP
c
15 NSTEP=Q
LO=Q
=4
T UPDATE AMD RETURN
c

20 LOLOwLNEU
RETURM

97




c
C CALLCULATIONS TU CONKEZT FOR A June
=
100 NSTEPwHSTEP+!
- SJUNPSaJUNPS - JUNPPRLNEM
[PN=PTR+NSTEP
IF(IPNLGT . I]) IPN=(PN«IQ
0Q 110 J=ati,NSTEP
<1alPN=J
IF(J1.LT.1) Ji=J1+432
c ‘ ,
C KEFPLACE ACOUSTIL FR0BE DBATA OVER JUMP INTERVAL WITH A STRAIGHT LINE
c .

110 IDELAY(Z,J1)=({NSTEP-JIX[DELAY (2, IPN)
t+JS{IDELAY (D, [PTRI=JUMPRILNEL) ) /NSTEP
G4 TQ 1=
END

a8




COMMON/ IN/

APPENDIX C
COMPUTER PROGRAM COMMON BLOCKS

(Main and JUMP)

IRAW (3,256) Digitized raw input data
COMMON/QUT/ (Main and QUTPUT)
IPROC (7,256) Processed output data
COMMON/WORK/ (Main and QUTPUT)
IDOUT (7) Seven output variables
for each distance-based scan
COMMON/PAR/ (Main, SFD and BLKDIS)
' FREQ Digitization frequency
(time-based)
RHO1 Coefficient used in SFD
processing that depends on MODE
RHQ2 Coefficient used in SFD
‘ processing that depends on MODE
OMA2 m;, used in SFD processing
OMT?2 maT/Z, used in SFD processing
SCALE Scale factor ratio (input)
COMMON/HW/ (Main and SPACEC)
NU (4) Space curve pointers
Cl Space curve debiasing coefficient
C2 Space curve {ilter length, N
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