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\, ., 1. 0 INTRODUCTION 
·, I ', ' <!J· 
Th·i~ part of !_he report describes in __ de.tal?l the data processing 
techniques de,/e loped for the non con tact highway pro filomete •. 
The associated offline computer program is also described, and 
results obtained using this program are pt"esented. Finally, 
this volume contains conclusions and recommendations for the 

p.ci j ect as a whole. ,,-· · 
\, 

. I 

Part l of this report~ Overview and Operating Manual - is in­
tended to serve as an introduction to the detailed software de­
scription provided in this volume. Although the software itself 
is described in detail here, actual operation and calibration of 
the computer program is described in Parts 1 and Z, respectively, 
of this report. 

1. 1 R.~P ID TRAVEL PROF ILOMETERS 

Road roug~ness broadly refers to an uneven, unrepaired, or bumpy 
roadway. The roughness of highway pavements is a direct indicator 
of surface deterioration and directly affects vehicle component 
fatigue, vehicle stability, driver control, and passenger comfort. 
Roughness is undesirable and is distinguished from the fine-grained 
variations, known as texture, that are designed into pavements to 

provide skid resistance. 

Roughness can be measured from a moving vehicle by using a rapid 
travel profilometer, which is conceptually illustrated in Figure 
1. A displacement transducer is used to measure the relative 
motion between the pavement and a mass. 
the mass is usually the vehicle body. 

For highway profilomete.s, 
The mass's acceleration is 

measured in order to determine its motion and thus provide a pro­
file measurement relative to an inertial reference frame. 

1 
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Figure 1. Rapid Travel Profilometer Concept 

Some rapid travel profilometers actually use a wheel and a linear 
motion transducer for the relative motion measurement, as indi­
cated in Figure 1. These include the General Motors road pro­
filometer1, which uses _a s_epa:r:a_te measurement wheel connected 

to the vehicle through a linear potentiometer, and the ENSCO 

1E • .B. Spangler and W. J. Kelly, "GMR Road Profilomete-r - A 
Method for Measuring Road Profile," Highway Research Record 
121, Highway Research Board, 1966. 
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rail profilomete:--, which uses one oft.he vehicle 1 s wheels. 

The difficulty with using w~eels is that their mass and com­
pliance 1 imi t the speeds and \.\·avelengt.hs for which p,rofiles 
can be measured accurately. 

As an alternative 'to wheels, the Federal Highway Administration 

(FHWA) has developed a ncncontact sensor that measures the cis­
tance between the surface and the mass acousticall:r· The non­

contact sensor, called an acoustic probe, is described in FBWA 

reports 3 ' 4 and discussed briefly in Part 1 of this report. The 

acoustic ?robe produces a phase angle output that is designed 

to be p~oportional to the displacement input. (The ex~ent to 

which the output is actually proportional to the input is dis­

cussed in Sec~ion 7.4 of this report.) 

Only two characteristics of the acoustic probe are pertinent to 
:he da'ta processing techniques discussed here. One characteris­

tic is that the phase meter, which measures the output phase 

angle, has limited high frequency capability. This limitation 
will cause phase and amplitude distortion cf short waveleng~h 

pavement profiles measured at high speed (see the Joyce report 
5 cited earlier and the ENSCO letter report). The other pertinent 

characteristic is that the output phase angle has a range limited 
to 0-360 degrees. When the phase exceeds 360 degrees, the out­
put jumps to zero and starts over, and similarly whe~ the phase 

,, 
.. E. L. Brandenburg and T. J. Rudd, "Developr.i.ent of an Inertial 

Pro filometer, 11 Report FFlA.- ORD&D- 7 5-1 S, Federal Rail road Ad­
ministration, November 1974. 

3R. P. Joyce, "Development of a Noncontact Profiling System," 
Report FHWA-RD-75-36, January 3, 19i5. 

4J. C. Wambold, 11 The Evaluat.ion of a None.on tact Profiling System 
Using the Acoustic: Probe," Report FHWA-RD-iS-43, March 1978, 
(also published in Public Roads, December 1979, pp. 106-113). 

5 T. J. Rudd, letter to R. R. Hegmon, FHWA, regarding contract 
DOT-HS-11-9551, August 30, 1979. 
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falls below O degrees. Consequently, downstream processing -
either analog or digital - must detect and compensate for the 
phase jumps. 

The data processing techniques discussed below can be used with 
any relative motion sensoT besides the acoustic probe, whether 
it is of the contact or noncontact type. The sensor may detect 
displacement, as the acoustic probe does, or velocity, as a 
Doppler device would. 

1.2 DIFFICULTIES IN SIGNAL PROCESSING 

Two types of difficulties arise in processing the accelerometer· 
signals from a rapid travel profilometer (z in Figure 1): 

• As the vehicle orientation changes in pitch 
(grade) or roll (cross slope}, the effect of 
gravity on the accelerometer sensitive axis 
changes, thereby inducing an undesired accel­
eration. signal indistinguishable from the de­
sired vertical vehicle acceleration. 

• The accelerometer signal must be double inte­
grated in OTder to obtain the required verti-
cal vehicle motion. Although double integration 
is simple in concept, in practice the double 
integration of a signal containing noise and 
bias - as all real signals do - will lead to an 
unbounded result. Filtering is necessary to sup­
oress the noise and bias, but filtering introduces 
otheT types of errors into the signal. 

These two difficulties are discussed in detail below, the double 
integration difficulty first because it influences the orienta­
tion difficulty. 

1.2.1 DOUBLE INTEGRATION DIFFICULTY 

Ideal double integra~ion has a radian frequency response given 
bv , 

H (iw) • - 1 (1) , 
w-

4 



and an impulse response given by 

{ 
t, 

h(t) = a, 
t > 0 

t S O. (2) 

The frequency amplitude and phase responses and the impulse re­
sponse of ideal double integration are illustrated by the solid 
lines in Figure 2. Note that 

lim 
w-+O 

H(iw) .... -= 

and that the convolution 

(3) 

(4) 

contains the unbounded function h(t·T). Therefore, this integral 
is mathematically improper and it does not generally converge, 
particularly when 2(1) is contaminated by noise and error signals. 

This problem·can be circumvented by processing the accelerometer 
data with an approximate doubl.e integrator whose radian frequency 
response is given by6 

H'(iw) = iw 

(iw•a) (-w 2+iwa+a 2) 

The corresponding impulse response is 

(S) 

h I ( t) = 
! exp ( - ½at) [cos ( at) + ~ 6 s in ( 6 t) - exp ( -½ o. t) ] , 

t > 0 

0 J t S 0 
(6) 

6 ' ., A simpler double integrator, namely H'(iw) = l/(·w·+iwa~~~), would 
also pTovide bounded response. The advantage ot the form given 
is that there is zero net area under h'(t), which is beneficial 
for removing bias from the accelerometer signal. 

5 



where 

s = J! a • (7) 

Parameter a: defines a: radian cutoff frequency such that wave-
lengths longer than 2rrV/o; a.re ignored, where Vis the data 
collecti.o:n speed. The responses of this approximate double 
integrator are illustrated by the dashed lines in Figure Z. 
Note that the ideal and approximate double integrators co,nverge 
at high frequency or short wavelength. 

The approximate double integrator will work well \-lhenever the 
surface roughness wavelengths of interest are short relative 
to the cutoff wavelength, ZrrV/c.. Profile wavelengths near cut­
off suffer severe phase dis-cortion, so cutoff should be set 10 
to ZO times longer than the longest wavelength of interest. 
There are two problems using such a long cutoff wavelength: 

• insufficient noise and bias are removed from 
'the signal for the double integrat.ion to work 
properly, and 

• the liberal cutoff allows. undesirable large­
amplitude profile variations associated with 
the terrain to over1,,rhelm the roughness in­
formation of interest. 

It is clear that some sort of high-pass filtering (filtering 
that passes high frequencies or short wavelengths] is needed 
for satisfactory double integration, but the filtering provided 
by the analog filters used above is not adequate because analog 
filters are causal and thus introduce phase distortion. 

1.2.2 ACCELEROMETER ORIENTATION DIFFICULTIES 

If the vehicle is level so that the accelerometer's sensitive 
axis is vertical, then the accelerometer output is 

6 
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for Ideal vs. Approximate Analog Double Integrators. 

7 



where g is the acceleration due to gravity. 

Accelerometers intended for ~ertical orientation are often 
biased against the 1-g input so that the output becomes 

a = :: 
~ . (9) 

This is exactly the theoretical output desired from an acceler­
ometer. 

If the vehicle is not level, the accelerometer's sensitive axis 
is not vertical, and the output of an accelerometer biased against 
1-g becomes 

a= z + g(cose cosw - 1) (10) 

.where e is the roll (cross slope) angle and~ is the pitch (grade) 
angle. These two angles are small so that 

a = z - ¼g Ce 2 + w 25. (11) 

Several types of nonlevel terrain can occur. One is the super­
elevation designed into highway curves. Another is the vehicle 
roll induced by the fact that the left and right tire tracks have 
different pavement profiles. Highway grades are a third type. 

A simple analysis of the effects of grade on measured acceleration, 
a, is given below in order to demonstrate the principles involved. 
More comprehensive analyses are needed in order to predict the 
magnitude of error under actual highway conditions. 

Suppose that a longitudinal road profile is the combination of 
two sinusoids: 

C 12) 

where 

B1 , B2 are the amplitudes of the two sinusoids, 
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A1 , Az are the corresponding wavelengths, and 

xis distance along the road being measured. 

The first sinusoid represents long wavelength grade variations, 
and the second represents shorter wavelengths due to pavement 
roughness. The corresponding pitch angle is 

,1. = dz 
'i' ctx 

7he power spectral densities of typical highway surfaces are 
such that Bi varies directly with Ai' 1 = 1, 2, so that the 
following simplification can be used: 

Then 

and 

Bl Bz 
C = -r-; - ½ . 

+ 2 cos(Ziix/.\d)] 

COS ( 271'X/ A ) 
s 

where some unimportant constant terms have been dropped, and 
where 

( 13) 

(14) 

( 15) 

( l 7) 

Equations (12) and (16) may be substituted into Equat~on (11) to 
obtain the measured acceleration, and this quantity may be double 
integrated to obtain the measured profile: 



, 
[ ~i cos(4rrx/A 1) 

cos(2rrx/A 1) cos(2~x/A
2

) 

.J 

8),,2 

½ s in ( Zn/ A 1 ) s in ( 2, x/ A 2)] } ( 18) 

where Vis the data collection speed and the approximation arises 
from use of the inequality Al >> A2 . The tenn outside of the 
braces, {}, is the true profile. The tern inside the braces is 
the error term due to gravitational effects. The four error 

terms inside the brackets, [], are discussed in order below. 

The first error term has half the wavelength of the true profile 
long wavelength component. Tl1e error introduced by this terr.i., ex­
pressed as a ratio between its amplitude and the amplitude of the 

profile component at the same wavelengtn, is 
El gB1 

P =-=---"'fx2 
l Bl 16V-

(19) 

, 
/ 

where the factor of 2 is introduced because the contamination will 
affect a true profile signal component whose wavelength is on~-half 
as long and whose amplitude is thus one-half as great. 

Based on survey data for U.S. Route 50 be"twcen Gallows Road and 
Fairfax Circle, Fairfax County, Virginia, shown in Figure 3, a 

value of B
1 

= 25 feet (7 .6m) is not unreasonable for the ampli­
tude viriation of long wavelength profiles. For a data collec­
tion speed of V = 25 mph (40km/h), P1 = 0. 074, which represe.nts 
a 7.4 percent error in the measured long wavelength profile. 
This error would not ap-pear in the output of the digital pro­
cessing, however, because the filtering associated with the 
double integration would suppre.s.s profile com:pon,ents with such 
long wavelengths [approximately 2SO0 feet (760m)]. Hence, err,or 
P1 is not of concern. 

10 . 
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Figure 3. Grade Angle and Height Profile for U.S. Route 50 
Between Gallows Road and Fairfax Circle, VA, as 
a Functiorr of Distance. (Based on Coast and 
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Tte second error term in Equation (18) is of the same form as 
the first, and thus the amplitude ratio of this term to the 

corresponding short wavelength true profile component is 

p = z 2 . (20) 

Suppose that Az = 250 feet (76m)t which is close to the longest 
profile wavelength of interest in roughness measurements. 7hen 
A1/~ 2 = 10, and B1/B2 = 10 according to Equation (14). It follows 

that P1 = 0.0074 or 0.74 percent e~ror in the short wavelength .. 
component at 25 mph (40 ~~/h). This small error will appear in 
the output. 

The third and fourth error terms in Equation (19) are more in­
teresting. They represent amplitude modulation of the short 
wavelength component by the long wavelength component. When the 

modulation is largest (cos 2~x/\1 = 1 and sin2rrx/A 1 = ~' respec­
tively), the error amplitude ratios relative to the short wave­

length true profile component are. 

p .. 
gBz 

= 
.:) vz 

(21} 

and 

., B , 

P4 = 
.. g zAz 

y2 ),_ 
l 

( 2 2) 

for the third and fourth erTor terms, respectively. At 25 mph 
(40km/h) the corresponding numerical values are P3 = 0.06 (6 

percent) and P4 = 0.012 (1.2 percent). The third error term, 
because it is 90 degrees out of phase with the short wavelength 
true profile, incieases the amplitude of the tr~e profile by only 
O.Z percent but changes its phase by 3.4 degrees. The fourth 
erToT term is in phase with the true profile, so it produces· a 
1.: per~ent amplitude erTor but no phas~ error. 
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The interesting aspect of the third and fourth error terms is 
that although they arise from long wavelength grade variations, 
they appear as modulations of short wavelength roughness varia­
tions and thus cannot be removed by high pass filtering. That 
is, with respect to the acceleration orientation problem, the 
total measured pavement profile cannot be considered as the super­
position of short wavelength roughness information, which could 
be retained, and long wavelength grade information, which could 
be filtered out. The reason that superposition is not valid is 
that the accelerometer orientation enters nonlinearly [see 
Equation (11)]. 

In general, accelerometer orientation error is proportional to 
l/V2 . This follows from the fact that the true profile measured , 
by an accelerometer is proportional to v·, but accelerometer in-
clination is independent of V. Therefore, profilometer measure­
ments should be made at the highest practical speed when the 
pavement has significant grade or cross slope variations. 

Because accelerometer orientation error appears to be negligible 
as long as low operating speeds are avoided, no correction for 
this source of error is made in the data processing. 

13 



2.0 DATA PROCESSING APPROACH 

2.1 GE~E~~L APPROACH 

The data processing system described below has the following 

desirable qualities: 

• high-pass filtering to control error in the 
double integration, 

• high-pass filtering that introduces no phase 
distortion and produces results that are in­
dependent of the direction in which the data 
are collected (noncausal filtering), 

• profile output that is distance-based rather 
than time-based, 

• distance-based high-pass filtering so that 
the output is independent of data collection 
speed, 

• selectable distance sampling interval and 
filters so that profile wavelengths of 1/2 
to 300 feet (0.2 to 90m) can be recovered, 
and 

• capability to accept noncontact sensor out­
put in the form of displacement or velocity. 

These qualities are obtained through hybrid processing: a minimal 
amount of analog filtering is done - just enough to.prepare the 

signals properly for analog recording and digitizing. - and then 

the bulk of the processing is done offline digitally. The ad­

vantages of digital processing are that 

• symmetric, finite impulse response (FIR) filters 
(which are noncausal) can be used, 

• it is straightforward to convert from time to 
distance base, and 

• the filtering can be done after conversion to 
distance base so that the results are inde­
pendent of speed. 
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The specific steps involved in the processing are described 
below. 

2.2 SPECIFIC APPROACH 

2.2.1 ANALOG PROCESSING 

Accelerometer data, which characteristically has substantial 
high frequency content, poses a problem for digital processing. 
The high frequency portion is unnecessary for profile measure­
ments because the displacements associated with high frequency 

accelerations are negligible. But the high frequency content 
taxes the analog data recording and digiti:ing processes. 
Therefore, some preliminary analog filtering of the accelerome­
ter data is mandatory. It is accomplished with a double pole 
filter of the form 

No filtering of the noncontact sensor signal is needed if the 
sensor produces displacement data. 1£ it produces velocity data, 

then a single pole filter, w/Cs•wv), is used. 

2.2.2 DIGITAL PROCESSING 

The digital processing is outlined in Figure 4, which is called 
a conceptual block diagram because the actual processing does 
not divide into the convenient blocks indicated in the diagram. 
If a noncontact displaceraent sensor other than the current 
acoustic probe is used, then the phase jump processing indi­
cated in the figure is not needed. If the noncontact sensor 
detects velocity instead of displacement, then the processing 

differs so~ewhat from that shown in the figure. 

The block distance processing is described below. The phase 
jump, second finite difference and space curve processing are 
discussed in Sections 3-5, respectively. 
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Block Distance Processing 

The desired output format of the road profile measurement is 
in vertical surface height variation as a function of distance 
along the direction of travel. The transducers used to perform 
the measurement (such as accelerometer and velocity transducer) 
and the signal conditioning electronics (such as filters and 

amplifiers) all have response characteristics which are 
functions of temporal frequency. As a result, measured road 
profile will be affected by vehicle speed if proper compensations 
are not made during the profile calculations. The basic scheme 

of the profile talculation used in the system samples the ana­
log transducer signals at a constant time frequency of 4000Hz; 
a block distance data channel records pulses which are genera­
ted at fixed distance intervals by a wheel-driven tachometer. 

These distance-based pulses recorded on time-based sampling 
processes implicitly provide information on the speed of the 
vehicle. The software algorithms in the computer then take the 

time-based transducer data streams and use the distance pulses 
as a reference to compensate for the effect of speed and to 

convert the data to a distance-based format. 

The block distance channel has a signal that is normally con­
stant at +S volts. When a block distance interrupt occurs, 
the signal drops to zero and then rises back to +S volts, all 
occurring over an interval of approximately 0.Sms. 

The block distance processing computes the first difference 

of this signal and compares it with a threshold value. On the 
first occasion that the threshold is exceeded in a given pulse, 
a logical variable, OFF, is set to false (OFF is true otherwise). 
The block distance subroutine, BLKDIS, contains logic that pre­

vents more than one OFF=.FA.LSE. indication as the signal falls 
from +S volts to zero and also 
signal rises back to +S volts. 
block distance interval is the 

prevents such indications as the 
Therefore, the beginning of a 

first time step for which the 
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decrease in the signal exceeds a built-in threshold value. The 
threshold is normally set at about one-third of the. equivalent 
of five volts. 

18 



3. 0 PHASE Jtn,fP PROCESS ING 

3.1 INTRODUCTION 

The acoustic probe produces a phase angle output that is limited 
to a 0-360 degree range. This corresponds to a vertical dis­

placement of approximately 0.8 inch (2cm). If the phase angle 
increases to 360 degrees, it then jumps back to zero and starts 

over. There is an opposite jump if the phase angle decreases 

to zero. 

The current acoustic probe has an analog device called a range 
extender that detects the phase jumps and adds (or subtracts) 

the equivalent of 360 degrees so that the resulting signal is 
continuous and has a range of many times 360 degrees. The 
range extender is a complex piece of equipment that may not 
always perform properly. Also, when it corrects for a jump, 

it leaves a characteristic spike at that point in the output 
signal. 

The phase jump processing is a digital replacement for the range 
extender. It detects phase jumps and corrects for them with 
greater reliability and smoothness than is possible with the 
range extender. 

PHASE JUMP CHARACTERISTICS 

Two cases must be considered: 

• Case l - the signal reaches a value close 
to the equivalent of 360 degrees and then 
jumps down close to the equivalent of 
zero degrees, and 

• Case 2 - the signal reaches a value close 
to the equivalent of zero degrees and then 
jumps up close to the equivalent of 360 
degrees. 

These two cases are illustrated in Figure 5. 
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Two thresholds, MI~ and MAX, are indicated in the figure. They 
divide the total phase angle range into three regions: an upper 
region above ~t~X, a middle region oe1:ween 1·1,-1,.i ana MI!~, ana .a 

lower region below MIN. The charac1:eristic feature of a phase 
jump is that the phase angle moves from the upper region to 
the lower region - or vice versa - in at most MA.XSTP time steps. 
The .size of ~t.;.XSTP is determined by the time response of the 
phase meter's jump circuitry, but MAXSTP is short enough to ex­
clude any measured profile variations. (Even a jump in the pave­
ment would be measured over an appreciable period because the 
acoustic probe takes an average reading over an area approximate­
ly the size of a tire patch.) 

3.3 PHASE JUMP DETECTION 

Whenever the phase angle leaves either the upper or the lower 
region, a counter is started. If the angle then reaches the 
opposite region within MAXSTP time steps, a phase jump has oc­
curred. If M_.;..XSTP time steps pass before the phase angle reaches 
the opposite region, there has not been a phase jump, and the 
counter is reset to zero. 

3.4 PHASE JUMP CORRECTION 

If a phase jump is detected, the current time step, which is the 
one at the end of the jump, and all previous steps back to the 
beginning of the jump need to be corrected. The current step 
is corrected by adding (or subtracing, as appropriate) JUMPP, 
which is the jump amplitude. At this point the steps at the 
beginning and end of the jump are correct. All steps in between 
are adjusted to yield a straight line between the beginning and 

end points. 

It is necessary to introduce a delay into the data so that past 
time steps can be adjusted before they are used in further digi­
tal processing. The maximum de lay needed is ~lA.XSTP steps. To 
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preserve the relative timing between the data channels, all 
three channels (block distance, noncontact sensor and accel­
erometer) are delayed by ~i~XSTP time steps. 
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4.0 SECOND FINITE DIFFERENCE PROCESSING 

4.1 INTRODUCTION 

The so-called second finite difference (SFD) processing accom­
plishes the following: 

• it corrects for the attenuation of the accelera­
tion signal caused by the analog accelerometer 
filter, 

• it corrects similarly for the analog filtering 
of the velocity signal if the noncontact sensor 
provides velocity information, 

• it transforms displacement, velocity and accel­
eration signals to a common medium so that they 
can be combined, 

• it combines the accelerometer and noncontact 
sensor signals into a single signal, and 

• it converts the combined signal from time­
based sampling to distance-based sampling. 

For computational efficiency, the operations indicated above are 
not actually performed in the order indicated. 

A common medium is needed which .is conducive to combining dis­
placement, velocity and acceleration data, to converting to 

.distance-based sampling and ultimately to performing the double 
integration and high-pass filteri'ng needed to obtain·a road pro­
file. The medium selected for all of these operations is the 
second finite difference of displacement. 

The algorithms used in the SFD processing are developed 1n de­
tail below. 

4.2 GENERATION OF THE SFD 

4.2.1 ACCELERATION SIGNAL 

The digital input data includes an accelerometer.signal processed 
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with the analog filter 

s 

w 2 a 

wheres is the Laplace operator, wa is the filter corner fre­
quency and subscript a denotes acceleration. 

(23) 

The digital processing includes a filter to compensate for the 

analog -filtering. This filter can be obtained by inverting 
Equation (23) and replacing s with its sampled-data equivalent, 

(1 - z- 1)/T, where Tis the sample time and z is the sampled-

data transform operator 7 The result is 

The application of Ia(:) to digital acceleration data produces 

a compensated digital acceleration. For further processing, 
however, it is preferable to work with the SFD of displacement 

rather than with acceleration. A displacement SFD can be ob­
tained from a digital acceleration signal simply by multiplying 

? 
by r-. The SFD form of Equation (24) then is 

-' ' ·:-transforms are descTibed in the literature, for .example in 
L. R. Rabiner and B. Gold, Theorv and Application of Digital 
Signal Processing, Prentice-Halli 19 4 5. For present purposes 
it is sufficient to know that z· indicates a delav of one 
sample interval, so that 1 - :·l is the finite difference opera­
tor. 
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This filter introduces an error in that there is a time shift 
among its three terms~-T-he-fi-rS-t teI"m produces an SFD at T, 

the second term produces a first finite difference at T/2, and 
the third tenn has no time shift. To bring all of the terms 
into alignment and thus eliminate the error, they are all shifted 
to ·T: 

( 26) 

4. 2. 2 VELOCITY SIGNAL 

Velocity input from the noncontact sensor also includes analog 
filtering, and it requires processing similar to the accelera­
tion data: 

w 
V 

Hv ( 5 ) = s + w 
V 

K ( .. ) V • 

The processing technique calls for placing all of the input 
data in a form that is the SFD of displacement so that the 
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data channels can be combined so as to produce an SFD of .the 
pavement profile. Toward this end, observe that Ka(z) is the 
deiired.SFD due.to __ the accelerometer input. For velocity. in­
put, an additional difference is required in order to obtaln 
the SFD of displacement: 

( 30) 

4. 2. 3 DISPLACE-JENT SIGNAL 

The displacement signal from the noncontact sensor requires no 
analog filtering, so the SFD form is obtained simply by per­
forming two differencing operations on the input data: 

(31) 

4.3- CONVERSION TO DISTANCE-BASED SAMPLING 

The next step is to convert from time-based SFD to a larger 
distance-based SFD. Let N be the number of time sample points 
occurring in a distance sample interval, N •~ ·1. Observe that 
N may vary from one distance sample interval to the next. For 
the most part, variations in N will be accounted for automati­
cally by the algorithm to be described. But occasionally a 
specific value of N will be needed, and then it will be neces­
sary to have this value available for the specific distance in­
terval of interest. 

The conversion from time-base~ SFD to distance-based SFD is 
made with the following z-transfer function: 

. ,I' 
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This transfer function is applied to Equation (26) for accel· 
eration inputs, Equatio~ (30) for velocity inputs,· and Equa­
tion (31) for displacement. inputi. 

4.4 co~mI~ING THE ACCELEROMETER A..'ID NONCONTACT SENSOR SIGNALS 

The digiti:ed accelerometer input dat~ is denoted a(:) and- is 
positive upward. The noncontact sensor input (displacement or 
velocity) is denoted s(z) and is positive when the pavement moves 
up relative to the vehicle. With these definitions, the pave­
ment profile, y(t), is 

y(t) • ff a(t) dt 2• s (t) (33) 

for displacement input from the noncontact sensor or 

y(t) • ff a.(t)dt 2+ f s(t)dt (34) 

when the ncncontact·sensor provides velocity data. 

To obtain the distance-based SFD of profile, w(z), using dis­
placement. input, combine Equations (26, (31) 1 (3'.:.) and (33). 

waT .-1 (¥)2 Cl -1 2 
i(:) ,} l + rc:J + : ) -♦ -r -1 + 

z - r J 1 
. 

l .. (l -"' 
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wnen the probe provides velocity data instead, then Equations 
(26), (30), (32) and (34) are combined similarly: 

w T l + .. -1 
[ i(z)" + was(:t)] + a "" -r 1 -

-1 .. .. 

(~)2 -1 ., 
i(zf} + 

(1 + z )-
-1 z . 

(1 - :: ) 

I' 

(36) 

Equations (35) and (36) can be combined by incorporating quan-
tities pl and Pz to distinguish between displacement and ve­
locity input: 

and 

l l for displacement input 
Pi• 1/wv for velocity input 

• [ 0 for -displacement input 
Pz wa for velocity input. 
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The combination of Equations (35) and (36) is then 

+ ( ~)2 ( 1 + z - 1) z l 
~ ---.-1 ........ 2 a(z) . 

(1 - z ) 
(39) 

4.5 COMPUTER IMPLEMENTATION 

Equation (39) is in a form suitable for implementation on a 
digital computer. The computer program involves two nested 
loops. The inner loop does the time-based calculations and 
essentially performs the operations indicated inside the braces 
in Equation (39). The outer loop does the distance-based cal­
culations, which is essentially the (1 ~ :·N)Z operation in 
Equation (39). 

4.5.1 INNER LOOP CALCULATIONS 

The quantity 
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in Equation (39) requires no calculations in the inner loop. 

The numerator of the quantity 

in Equation (39) is obtained by calculating 

c+(a +a')+ p.,(s + s') .. 

where primes denote the corresponding quantity from the pre­
vious time step. 8 The denominator, 1 - i· 1 , implies a single 
integration, which is obtained from 

The quantity 

in Equation (!9) requires several ~alculations. First 
(1 + :· 1)a(z) is obtained from 

d-a+_a' • "b .. ' 

8 The symbol ,,,._,. means "assign the value of the quantity on 
the right to the variable on the left." It is written as 
an equals sign in FORTRAN, but has a different meaning 
than the algebraic equals sign [see Equation (41) for 
example]. 
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where bis the bias in the acceleration signal, which can be 
calculated as indicated in Appendix A. Only for this par­
ticular quantity is it necessary to calculate and remove the 
bias. All other quantities that enter into w(z) involve 
time-based first differences, (1 - z· 1), which ef(ectively 
debias the SFD. This is apparent by examining Equations (26), 
(3) and (31). 

The next step after Equation (42) is to calculate (1 + z· 1) 2a(z) 
using 

e ... d+d'. 

The denominator, (l·:· 1) 2 , amounts to double integration. 
First and second integrals of e are obtained from 

g ... g + e, 

h ... H + g. 

The last operation in the inner loop is to update a' , d' , 
s' and the inner loop index, n1 : 

a' .... a, 

d' • d, 

5 T .;. S l 
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4. 5. 2 OUTER LOOP CALCULATIONS 

The inner loop (time-based) is continued until a block distance 
interrupt is encountered. At this point the current values of 
s,. a, f,. g~ h and n1 are used to perform the outer loop (dis-
t a.nc·:-b as edJ calculations. Inner loop values are transferred 
to o,uter loop values as follows : 9· 

s ... s, ( 5 o,) 
A+ a, (51) 
F • f, (52) 
G + g, ( 53) 
H ... h. (54) 

The quantity 

in Equation (39) is calculated using an SFD straightforwardly: 

U + S - S* ,. 

A ... C - C*. 

where asterisks denote the corresponding quantity from the 
previous distance step. 

The quantity 

(5c) 

(5i) 

9Quan~iry n, is a specific value of the more general quantity 
~- N does·not appear explicitly in the outer loop calculations. 
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calls for an SFD involving F. Straightforward calculation 
would give 

Css) 

( 5 9) 

A simplification is possible, however. If we set f =Oat the 
beginning of each distance-based loop, then at the end of the 
loop f will directly give a distance-based first finite 
difference. Then only the second difference need be calculated: 

( 60) 

The quantity 

requires a somewhat more involved procedure. Straightforward 
calculation yields 

Y + H - H*, ( 61 ) 

(Y-Y*). (6 2 ) 

Here again it is advantageous to set h = 0 at the beginning of 
outer loop. Then at the end of the loop h will directly give 
the distance-based first finite difference, and the calculation 
will be simplified as follows: 

(6 3 J 



There is a more important reason for 
at the beginning of the outer loop. 
(42) through (45) will reveal that h 

setting f and h t9 zero 
Examination of Equations 
is a second integral of 

an acceleration measurement. Any uncompensated bias in a 

will cause h to grow quadratically. This error can be 
controlled by setting h • 0 periodically. Similarly, £ is 
~ first integral and can grow linearly with any bias in a, 
which motivates setting f =Oat the beginning of the loop. 

For the same' reason, it is advisable to set g = O at the. 
beginning of th'e outer loop. This, however; invalidates 
Equation (63) because the value of g that is discarded at 
the beginning of the outer loop should be integrated in the 
inner loop as a contributor to H [see Equations (45) and 
(54)]. Because the value of g that is discarded remains 
constant throughout the outer loop, its contribution to H 

is n1 G*, and the proper form of Equation (63) is 

(6 4 ) 

Finally, the overall multiplier in Equation l39) is incorporated: 

The following quantities are updated at the end of the outer 

loop: 

S* .... s ' 
A* .... A, 
C* .... C, 
F* .... F, 
G:or .... G, 

H" .. H, 
f .. 0 , 

, 

g .. 0 ' 
h .. 0 , 

nl - 0 . 
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5.0 SPACE CURv~ PROCESSING 

5 . 1 INTRODUCTION 

The output of the SFD processing described in Section 4 is the 

SFD of the pavement profile. Space curve processing reduces the 

SFD to the profile itself. 

The space curve algorithm basically provides double digital in­

tegration, and this part of the algorithm is quite simple. 

Double integration by itself, however, is unsatisfactory be.­

cause various types of errors in the input signal or the initial 

conditions will cause the integrator output to grow w~thout 

bound (see Section 1.2.1). Consequently, the space 91rv.e .al­

gorithm includes some rather elaborate high-pass filtering in 

order to remove the quantities that would otherw .. ise cause un7. 

bounded growth o: the output. -.- _ .. 

The filtering is accomplished by calculating an average of ~he 

data in the vicinity of the sample of interest. Then the average 

which is equivalent to low-pass filtering of the _data, i_s sub-. 

tracted from the sample of interest, which 

pass filtering of the sample of interest. 

scribed below. 

5. 2 FUNDAMENTALS OF FIL TERI NG 

5.2.l FILTERING BY AVERAGING 

is equivale.nt to hi_gh-: 
This concept is de• 

Consider the data shown in Figure 6. These. data apparently 

have considerable bias, which if double integ,fted, would. gi\"e 

rise to quadritic Jrowth oft;; outpui. 

The bias can be removed by calculating an average of the data 

over an interval, say Cxa, xb) and subtracting the average 

from the original data. If the average is denoted Xaxb , t'heh 
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Figu~e 6. Typic~l Data 

the debiased data is of the form x - x ~. Note that the re-
c a D 

::noved bias is calculated within a 11window" which moves with the 

point of interest, and, th~ bias calculated this way is generally 
not a fixed constant, rather, it follows the slow variations of 

the data stream. 

The debiasing oper~tion is a form of filtering that passes high 

frequencies and suppresses low frequency components. The cut­

off frequency is i~versely related to the averaging length, 

( xa, ¾) . 

It is important that xc be located midway between xa and Xb­

This creates a (noncausal) symmetric filter that is direction 

invarian:. A disadvantage of symmetric fi:ters is that the 

output is delayed relative to the input. :hat is, the filtered 

value of Xe cannot be calculated until all data (xa' xb) are 
available. The delay invclved, therefore, is one-half of the 

averaging length. 

The example above involved continuous data, but the concepts 

carry over directly to sampled data. The averaging interval 
(xa, ¾) should contain an odd number of samples so that the 
filter can be symmetric about a sample at the midpoint. 

Consider a sequence of data fi, na.:, i < nb' with nc being 
the mi dpo int. Th en the average is· 
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nb 

tn 
1 I f .. = 

C 
N l 

i=n a 

( i6) 

where 

N = nb - n + l 
a ( 7 7) 

is the number of samples in the average (unrelated to N used in 
Section 4) . 

The filtered value of f. 
l 

is 

f' = f - tn nc nc C 

Quantities na' n0 and nc are related as follows: 

M N-1 =-y-

A convenient family of averaging lengths can be specified 

by use of the exponent n: 

Different values of n will provide different averaging length, 
therefore different cutoff frequency. The ch~ice of the form 
(2n - 1) for the family of filter length is first to insure that 
the number of data points contained in the interval is odd and 
that the zn are the group of record sizes most convenient for 
computers to handle. 
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Computer implementation of the averaging could be done 

directly by use of Equation (76), but there is a more 
efficient method. Let 

j + M 

gj = I-
i = j - M 

f .. 
l 

The advantage of this· formulation is that it is related to the 
average through 

f. == g./N 
J J 

and·it can be updated easily withou~ calculation of the 
indicated sum: 

5. 2. 2 PROPERTIES OF AVERAGING FILTERS 

Filters are often characterized by their impulse response or 
by its frequency- domain equivalent, frequency response. The 

(84J 

· l lO f h . . . l 1mpu se response o t e averaging operation 1s a recta~g~ ar 

window with unit area, as shown in Figure 7. 

• 1/N 
I 

' l 
j-M j+M 

Figure 7. Impulse Response of Averaging 

10 see, for example, pp. 13-14 of L.R. Rabiner and R. Gold, 
"Theory and Application of Digital Signal Processing", 
Prentice-Hall, Engelwood Cliffs, New Jersey, 1973. 

38 



In the impulse response approach, averaging is done by con~ 
volving the da'ta sequence, f., wi~h the window in order to 

1 ' 
obtain the average r.. Debiasing is done by convolving the 

1 
data with an impulse response function that combines a unit 
pulse with a negative unit rectangular window so that the net 
area under the function is zero. This is illustrated in 
Figure 8. 

j-M J j+M 

Figure 8. Impulse Response of Debiasing 

1/N 
1 
I 

The £requenc:y response of the rectangular window (averaging) 
. 11 
lS 

where¢ is the spatial frequency {cycles per unit distance) 
and D is the distance sampling interval. The debiasin_g 
operation has a frequency response 

U(¢) = 1 - W(¢). 

11 see Rabiner and Gold, pp. 90-91 for a derivation o: 
the frequency response. 
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Both of these functions are plotted in Figure 9 versus the 
dimensionless frequency w • N¢D. 

It is clear that when $ is used· as the frequency instead of 
¢, the filter respon·se amplitude is influenced only slightly 
by the value of N. The value of N also affects the upper 
frequency for which the filter should be used. This frequency 
is~= N/2, and it appears in Figure 9 for the N = 7 curve. 
For$ > N/2, the frequency response "folds" over on itself so 
that the response curve has the same shape at~• N as at 

. 1 
~ = 0. The value~• N/2 corresponds to•= (2D)- , that is·, 
the maximum frequency t.hat can be recovered for a given 

sampling rate. 12 Therefore, there is no need to use the filter 
beyond w = N/2. 

5.2.3 HIGHER ORDER FILTERS 

A shortcoming of .the debiasing filter illustrated in Figure 9 
is the ripple that occurs in its freq~ency response. This 
ripple can be reduced by using a higher· order filter. For 

example, the filter 

( 8 7) 

can be used. Its frequency response is illustrated in Figure 10. 
Overshoot for the higher order filter, V(¢), is only 1 percent 

compa~ed with 22 percent for the simple filter, U(~). The 
cutoff frequency is also lower for· the higher ordet filter. 

As discussed later in ·this section, a wS-type filter is used 

in the final stage of the processing. 

12See Rabiner and Gold, pp. 26-28, fer further discussion 
of this problem. 
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The ripple in W(¢) is associated with the discontinuity in 
its impulse response (see Figure 7). This is a well~known 

13 phenomenon. 

The impulse response associated with W~(~) is in fact smoother 

than that for W(¢). This smoother impulse response can be 

calculated by convolving a rectangular window with itself 
twice as shown in Figure :1, 

Impulse Response Frequency Response 

j-M j+M 

j-2M j+2M 

j-3M j+3M 

Figure 11. Response Comparison for Various Orders of Filters. 

13see Rabiner and Gold, pp. 88-90, for further discussion. 
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In this figure the impulse response is a constant, linear 
or quadratic function, respectively, for the three cases 

s }1cwn. 

Even higher orders of filtering can be obtained by obvious 

extension of the principles illustrated here. A w5c~) filter 
is used in the final stage of the space curve processing. 

Computer implementation of higher order filters follows 

straightforwardly from the procedure described in Equations 
(83) and (84) for a simple filter. The simple filter provicies 

a rectangular window, and to obtain the next order of filter­
ing, one simple convolves this with another rectangular window, 
which is done by passing the output from Equations ( 33) and ( 84) 

through these same equations again: 

f. = g./N, 
J J 

-
fj-M-1' h. = h. 1 + fj+M -

J J -

• 
f. = h. /N. 

J J 

This process can be thought of as "averaging the average." 
. , 

It produces a filter with frequency response w·(qi), and the -
process can be repeated as many times as desired to obtain 
even higher order filters. 

44 

( 8 4) 

( IS 3) 

( 8 8) 

(39) 



5. 3 DOUBLE INTEGR.:l..TION 

Integration is carried out on the computer with a simple 

summation operation: 

q. = q. l + p., 
J J - J 

and double integration is accomplished by carrying out the 
same operation again: 

r. = r. 1 + q .. 
J J - J 

(90) 

( 91) 

These integration formulas introduce a delay into the data. 
Quantity qj actually represents the integral at a point mid­
way between j and j-1. Therefore, a double integration intro­
duces a delay of one sample in the data. 

If the incoming data, pj' includes a bias, Equation (90) will 
cause the bias to grow linearly, and Equation (91) will cause 
it to grow quadratically. In order to control errors, it is 

therefore essential to. remove the bias in pj with a deb~asing 
filter. This filter should be of the type V(¢) = 1 - W~(¢) 
to reduce ripple,, Direct implementation of V( <:ti) before 
integration could cause numerical problems, however, because 
the pj da-ca has a large dynamic range after passing through 
V( ¢) . 

Consequently, an alternative approach is used. Quantity V(¢) 
if factored into 

This factorization is used to advantage by first passing the 
data through the 1 - \I/(¢) filter (see Figure 8), which does 
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not introduce a large dynamic range, then by performing the 

double integration, and finally by passing the data through 
a 1 + W(¢) + w2 (q)) filter to reduce ripple. Figure 12 illustrates 

the impulse response of the data as it passes through these 
operations. 

5.4 FINA.L DEBIASING 

Although the input data is debiased before further processing, 
the second integration operation introduces a bias into the 
impulse response (see Figure 12d). Thus, the output can still 

be biased. To eliminate this bias, a final debiasing operation 
is performed. This is done by generating a debiasing filter 
of the form CWm(¢), where C and mare determined as discussed 

below. 

Exponent mis chosen so that the debiasing term has ripple 
of the same order as the filter whose impulse response is 
shown in Figure lLg. From Figure 12 it can be seen that the 

tails of the impulse response are linear in Figure 12c, 
quadratic in Figure 12d, cubic in Figure 12e, anci quartic in 

Figures 12f and 12g. Similar analysis of averaging filters as 
shown in Figure 11 reveals that a w5(¢) filter is required to 
give quartic functions on the tails of the impulse response. 

Therefore, m = S. 

Coefficient C is calculated to give zero net area under the 
debiased impulse response. That is, C is such that the area 
under the impulse response corresponding to cw 5 (¢) is equal 
to the area under Figure 12g. In order to calculate these 

areas, use is made of the averaging filter's property of 
preserving the area under the impulse response. This property 
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Figure 1'2. Impulse Responses for Filtering 
and Integration Operations. 
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follows from the facts that (1) this filter has unit impulse 

response and (2) any response is a superposition of impulse 

responses. It follows that the area under the impulse response 

corresponding to W~(¢) is unity. 

To calculate the area under Figure 12g, we first calculate 

the area under Figure 12d. Start with Figure 12b, and intro~ 

duce index i such that i = 1 corresponds to j - Min the figure. 

The ordinate in Figure 12b can be represented as 

The ordinate in Figure 12c is the integral of this: 

i 

sl (i) .. 2 
j=l 

= -i/N. 

(9 3) 

(9 4) 

\ 

Another integration is used to obtain the ordinate in Figure 12d: 

i 

sz(i) = 2: 
j=l 

= - i (i+l) 
2N 

Because of symmetry, the total area under Figure 12d, S, is 

the ordinate o:: the midpoint, s 2(M), plus twice the sum up to 
the l'lidpoint: 
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M-1 
S • 2 I s 2 ( i ) + s 2 ( M) 

i•l 

M-1 
-1 

= -N -1 i + M(M+l) 
2 

• -1 fcM-l)M(2M-l) + (M·l)M • M(M+l)] 
1T t 6 z 2 

2 
• -(N -1) (96) 

24 

where the identity N = 2M+l is used. 

Figures lZe and 12£ represent averaging operations on Figure 12d, 
and thus they each have area S. Figure 12g is the sum of Figures 
12d, 12e and 12£, so that the area under Figure 12g is 3S. There­

fore 

2 
C = 3S = -(N -l) 

8 
(9 i) 

Figure 13 illustrates the impulse responses of FiguTe 12g be­
fore and after debiasing. In this figure the debiasing term 
is negative because C is negative, and the debiasing term is 
subtracted from the data in order to obtain the debiased re­
sult. 
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Figure 13. Im.pulse Responses for the Final Debiasing. 

5.4.l FINAL FREQUENCY RESPONSE 

D·EBIASED 
IMPUI_S E 
RESPONSE 

Figure 10 shows t:he frequency response for the fii terin~ but not 
the inte~ration operations in Figure 12. Because double in­
tegration is required in ·order to recover the space curve from 
the SFD, it is appropriate that only the filtering be included 
in the frequency response so that the frequency response charac­
teristic portrays the filtering done to the output s.pace curve 
by the processing. The debiasing tern., w5 (.¢), is not subject to 
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integration, however, so it is nec~ssary to calculate the 
frequency response due to double integration and divide it 

out of the debiasing term in order to completely represent 
the filtering done to the output space curve. 

To obtain the frequency response due to integration, the 
:-transform corresponding to Equation (90) is written, 

l 
-1 ' 1-z 

and the substitution 

is made. The resulting quantity when squared, 

is the complex frequency response of double integration. To 
obtain the amplitude response, set 

and calculate 

IY*(e)J • (1 - cose) 2 + sin 2 e 

• 2 c 1 - cos e ) 

• 4 . 2 e sin , . 
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Therefore, the amplitude response for double integration is. 

Y(¢) = 1 
4 sin 2 (rr<,D) 

The debiased frequency response is obtained by adding14 

the debiasing filter - divided by the frequency response of 
integration - to V(~): 

where W(~) is given by Equation (85). 

This function is plotted in Figure 14 along with the biased 

frequency response, V(~J. It can be seen that Z(~) has a 
higher cutoff frequency and more over~hoot than V(f). 

14Investigaticn of the phase response associated with Y(;,)_ wi 11 
reveal that the phase is approximately~ radians in the 
frequencies of interest. [As discussed in connection with 
Figure 9, the maximum frequencies recoverable are such 
that ~D <l/2. For such frequencies one can see tha.t the -
imaginary term dominates in Equation (100).] Therefore, 
double integration introduces a change of sign in the 
frequency responset and it is necessary to add rather than 
subtract the debiasing term in order to incorporate this 
sign change. 
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Table l gives the pertinent characteristics of V(~) and.Z(¢) 

(wavelength, A a 1/~). 

TABLE 1 

FREQUENCY RESPONSE CHARACTERISTICS OF 
SPACE CURVE FILTERING 

V( qi) z ( q,) 
N .= 255 N = 255 

Maximum Overshoot 1.01% 1.52% 

Wavelength for 0.90 
Amplitude Response l.588ND l.506ND 

Wavelength for 11.r.:-
Amplitude Response 2.091ND 1. 843ND 

z ( <ti) 
N • 31 

1.53% 

l.S0SND 

l.842ND 

Table 2 is calculated using an average 1;n:- cutoff for Z(~). 
This table shows how N and D must be selected to ~rovide the 
desired filter cutoff for a particular application. 

Sampling 
Interval 

1 inch 

2 inches 

4 inches 

8 inches 

TABLE 2 
SPACE CURVE CUTOFF WAVELENGTH (In Fee~) 

N = 31 

4.8 

9.5 

19.0 

38.1 

54 

N = 63 

a -., • J 

19.3 

38.7 

ii.4 

N = 127 

19.5 

39. 0 

78.0 

156 

N = Z55 

39.l 

7 S . .3 

157 

313 



S . S .\N EXAHPLE 

All of the information needed to understand the space curve 
algorithm is provided above, ~ut to make it clearer just how 
all of the pieces fit together, a comprehensive example is 

provided here. The example is the calculation of the impulse 
response as portrayed in Figure 13c usi~g N = i (this is the 

smallest value of N that illustrates all of the principles 
involved). Accordingly, the input sequence is the value 

"l" preceeded and followed by infinitely many zeros. 

Table 3 displays the calculations involved in processing the 

input sequence. Each row in the table represents one pass 
through the algorithm, that is, one call to the space curve 
subroutine. The columns in the table represent specific 

par~s of the algorithm. The column headings include the 
column number, the type of computational operation performed, 
the columns from which the data is 

variables in the computer program. 
preceding figures as follows: 

drawn, and the associated 
The columns relate to the 

Colwnn FiguTe 

1 12a 
12b 

8 12c 

9 12d 

11 12e 

12 12£ 

13 12g, 13a 

14 13b 

15 13c 

It is apparent that each column in the table is symmetric 
about some midpoint. The midpoint for the input data is step 
1, and for the output it is step 16, which represents a delay 
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COLUMN 

OPERATION 

DATA FROM 
COLUMNS 

VARIABLES 
IN THE 
CODE 

STEP 1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

2~ 

23 

24 

25 

26 

27 

·28 

29 

30 

31 

TOTALS 

1 

INPUT 

DELTA 
AVG 

(1,•) 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

2 

FIRST 
AVERAGE 

XX(l) 
AVG 

(2'.) 

1/7 

1/7 

1/7 

1/7 

111· 

1/7 

1/7 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

3 

SECOND 
AVERAGE 

2 

XX(2) 
AVG 

(3' •) 

1/72 

2/7 2 

3/7 2 

4/72 

5/7 2 

6/72 

7/72 

6/7 2 

5/7 2 

4/7 2 

3/72 

2/1 2 

1/72 

0 

0 

0 

0 

0 

0 

0 

0 

r;o 

0 

0 

0 

0 

0 

0 

0 

0 

D 

4 

THIRD 
AVERAGE 

3 

XX(3) 
AVG 

(4,*) 

1/73 

3/73 

6/7 3 

10/73 

15/73 

21/7 3 

28/7 3 

33/7 3 

36/7 3 

37/7 3 

36/7 3 

33/7 3 

28/7 3 

21/7 3 

15/73 

10/73 

6/7 3 

111 3 

1113 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

TABLE 3 

CALCULATION OF SPACE CURVE IMPULSE RESPONSE FOR N = 7 

5 

FOURTH 
AVERAGE 

4 

XX(4) 
AVG 

(5,•) 

6 

FIFTH 
AVERAGE 

5 

XX(5) 

BIAS 

1/74 1/7 5 

4/74 5/75 

10/74 15/75 

20/7 4 35/7 5 

35/7 4 70/7 5 

56/74 126/7 5 

84/74 21011 5 

116/74 -325/7 5 

149/74 470/7 5 

180/74 640/75 

206/7 4 826/7 5 

224/7 4 1015/7 5 

231/74 1190/75 

224/7 4 1330/75 

206/7 4 1420/75 

180/7 4 1451/75 

149/74 1420/7 5 

116/74 1330/75 

84/7 4 1190/75 

56/7 4 1015/7 5 

35/74 826/7 5 

DELAY 
INPUT 

X 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

8 

DEBIAS & 
LST INTEGRAL 

2.7 

XLO 

-1/7 

-2/7 

-3/7 

3/7 

2/7 

1/7 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

9 

SECOND 
INTEGRAL 

8 

XLl 

-1/7 

-3/7 

-6/7 

-3/7 

-1/7 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

10 

N-SAMPLE 
DELAY 

9 

SPCURV(l,*) 
X 

SPCURV(2,*) 

0 

0 

0 

0 

0 

0 

0 

-1/7 

-3/7 

-6/7 

-3/7 

-1/7 

0 

0 

0 

0 

0 

0 

0 

0 

0 

20/7 4 640/7 5 0 0 0 0 

10/74 470/75 0 0 0 0 

4/74 325/7 5 0 0 0 0 

1/7 4 210/7 5 0 0 0 0 

0 126/7 5 0 0 0 0 

0 70/7 5 D D 0 0 

0 35/7 5 0 0 0 'o 

0 15/75 0 0 0 0 

0 5/7 5 0 0 0 0 

0 1/75 0 0 0 0 

1 1 0 -2 -2 

11 12 
~ 

INTEGRATOR SECOND 
OUTPUT AVERAGE 

10 11 

XX(7) 
XX(6),X XX(7) 

SPCURV( 3, •) X 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

0 0 

-1/7 2 -1/7 3 

-4/72 -5/7 3 

-10/7 2 -15/7 3 

-13/7 2 -28/7 3 

-14/72 -42/7 3 

-14/7 2 -56/73 

-14/7 2 -70/7 3 

-13/72 -82/73 

-10/7 2 -88/7 3 

-4/72 -82/7 3 

-1/7 2 -70/7 3 

0 -56/7 3 

0 -42/73 

0 -28/73 

0 -15/7 3 

0 -5/7 3 

0 -111 3 

0 0 

0 0 

0 0 

·o 0 

0 0 

0 0 

0 0 

-2 -2 

13 __ l,i 15. 
COMBINE 

HIGHER ORDER DEBIAS DEBIASED 
OUTPUT TERMS TERM 

10,11,12 6 13,14 

l( xx SPC 

0 -6/7 5 6/7 5 

0 -30/7 5 30/75 

0 ~90/7 5 90/7 5 

0 -210/7 5 210/7 5 

0 -420/7 5 420/7 5 

0 -756/75 756/7 5 

0 -1260/7 5 1260/7 5 

-1/73 -1950/7 5 1901/75 

-5/7 3 -2820/7 5 2575/7 5 

-15/7 3 -3804/7 5 3105/7 5 

-35/7 3 -4956/75 3241/7 5 

-70/7 3 -6090/7 5 2660/7 5 

-126/7 3 -7140/7 5 966/7 5 

-210/7 3 -7980/7 5 -2310/7 5 

-327/73 -8520/7 5 -7503/7 5 

480/7 3 -8706/75 -1418/7 5 

-327/7 3 -8520/7 5 -7503/7 5 

-210/7 3 -7980/7 5 -2310/7 3 

126/73 7140/7 5 996/7 5 

-70/7 3 -6090/7 5 2660/7 5 

-35/7 3 -4956/7 5 3241/7 5 

-15/7 3 -3840/75 3105/7 5 

-5/7 3 -2820/7 5 2575/7 5 

-111 3 -1950/7 5 1901/75 

0 -1260/7 5 1260/75 

0 -756/7 5 756/75 

0 -420/75 420/7 5 

0 -210/7 5 210/7 5 

0 -90/7 5 90/7 5 

0 -30/7 5 30/7 5 

0 -6/7 5 6/7 5 

-6 -6 0 

" "" "'-
-~"---



of 15 steps (SM steps in general). The overall length of the 
filter is determined by the fifth average, which is 31 steps 
long (lOM + 1 in general). The columns do not all have the same 
midpoints, as opposed to the aligned illustrations in the figur~s, 
and thus it is necessary to introduce delays into the algorithm 
at appropriate points to bring all terms into proper alignment. 

Totals are provided for all values in each column. These 
totals are helpful in understanding the calculation of 
the debiasing coefficient. The column 1S total shows that 
the net area under the impulse response is zero, and thus 
any biases in the data or the processing are cancelled from 
the outpu~. 

S. 6 REAL TIME IMPLEMENTATION OF THE ALGOR.ITHM 

Although the aliorithm described above is suitable for real 
time implementation, further analysis is needed to render the 
algorithm into a form that is properly scaled, reasonably 
free from numerical pToblems, and as efficient as possible. 

As an illustration of what can be done to improve efficiency, 
consider the large number of divisions by N that are required 
(columns 2, 3, 4, 5, 6, · 8, 11, 12 in Table 3). In machine 
language, division by N can be done by a simple shift operation 
if N = zn. In our case N = 2n - 1, however, so adjustments 
are nec~ssary to take advantage of division by shifting. This 
is ·done by di vi ding by 2n and then correcting at the end of the 
algorithm with the factor 

• = 1 + 2·n . (10 3) 
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ror the debiasing term, which involves five such divisions, 
for example, the correction factor is 

, -n 
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6.0 THE COMPUTER PROGRAM 

The digital processing algorithms described in Sections 2-S are 
implemented in a computer pro g·:am written in ANS I FORTRAN IV. 

This section describes the details of this program for offline 

p ro c es s in g . 

6. l PROGRA!-1 STRUCTURE AND SUBROUTINES 

6.1.l OVE~a.LL STRUCTURE 

The program comprises a main program and five subroutines, all of 
which are called by the main program. The main progra~ reads the 
input data, sets up processing constants, provides overall con­
trol of the processing, and calls the five subroutines to handle 
specific parts of the processing. The main program is discussed 
in detail in Section 6.1.2, and the subroutines are described be­
low. 

Subroutine BLKDIS. T"nis subroutine processes the input (time­
based) block distance signal to detect the distance-based block 
distance interrupts. Its output is the logical variable OFF, 
which is normally true but is false if there is a block distance 
interrupt. Variable OFF is used by subroutine SFD to trigger the 
time-to-distance conversion. The algorithm used in BLKDIS is 
described in Section 2.2.2. 

Sub routine JUMP. This sub routine detects and eliminates phase 

jumps in the acoustic probe signal. In so doing, it introduces 
a small delay (currently 12 time scans) into all three input 
data channels. The algorithm used is described in Section 3. 

Subroutine SFD. This subroutine corrects for the accelerat~on 
and velocity analog filters, combines the accelerometer and non­
contact sensor signals; and converts from time-based to distance-
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based sampling. The inputs are the accelerometer and noncontact 
sensor signals obtained from Jl.J1v!P and the block distance trigger 
OFF, obtained from BLKDIS. The output is the SFD of profile. 
Section 4 describes the algorithm employed. 

Subroutine SPACEC. This subroutine performs the double integra­
tion required to reduce the SFD to pavement profile and also in­
troduces high-pass distance-based filtering to control error and 
suppress undesired long wavelength terrain components. The 
input is the distance-based SFD obtained from subroutine SFD, 
and the output is the desired distance-based pavement profile. 
The algorithm is described in Section 5. 

Subroutine OUTPUT. This simple subroutine collects output from 
five channels scan-by-scan until 256 distance-based scans are 
accumulated and then writes the resulting record on the desired 
output unit. It also fills the end of the last output .record 
with :eros as needed so that it has 256 scans and no data are 

-

lost at the end of the run. The method used is evident from the -
source listing in Appendix B. 

6.1.2 MAI;-;r PROGRAM 

Overview 

The main program first reads a header record that identifies the 

data being processed. Then two records of run parameters are 
read. Certain processing constants dependent on the run parameters 
are calculated. Next, the file of digiti:ed input data is po­
sitioned at the desired starting record as specified by the run 
parameters. The header and run parameters are written on unit 
6 to provide a written record of the run. 

The program then enters the main processing loop, which indexes 
over the specified number of records of time-based digiti:ed input 
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data. Inside this loop is another loop, which indexes over the 
256 time-based scans within each input record. 

Within the inner loop, JUMP is called to do the phase jump 
processing; BLKDIS is called to determine if the present time­
based scan is also the end of a distance-based scan (OFF=.FALSE.); 

subroutine SFD is called to handle the SFD processing; and if 
OFF=.FALSE., then SPACEC and OUTPUT are called to do the distance­
based processing and save the results, respectively. 

When the outer loop has exhausted the specified input records, 
the program generates an additional input record that corresponds 
to perfectly flat pavement at the height of the last processed 
input scan. This record is processed as many times as is neces­
sary to flush out the output profile value corresponding to the 
1 as t input data. ( The delay imposed by the space curve filter 
necessitates the flushing if the last value is desired.) Vari­
ables IEOF and IEXTRA control the amount of extra processing 
needed. Variables MSTEP and NSTEP generate uniform block distance 
interrupts at a rate corresponding to the last of the input data. 

When the flushing is complete, OUTPUT is called one more time so 
that it can fill out the current output record with :eros and 
transfer the record to the output file. 

Finally, the number of input and output records processed is 
written on unit 6 and the files are closed. 

Flow cha rt 

A flowchart of the main program is provided in Figure 15. 

6.2 INPUT DATA 

The input . . • ,. •h • is in .. wo ror:;ns, '- e run paramei..ers, which are read 
from unit::>, and the data to be processed, which are read from 

61 



MAIN 

READ 
HEADER 

READ RUN 
PARAMETERS 

SET MODE­
DEPENDENT 

N TS 

SET 
FILTER 

CALCULATE 
!EXTRA 

WRITE 
HEADER 

SKIP TO' JBEGINNING 
RECORD ON 

INPUT PROFILE 

WRITE HEADER 
AND 

RUN PARAMETERS 

1 

Figure 1~. Flowchart of Main Program. 
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CALL 
BLKDIS 

1 

READ DATA 
RECORD 

CALL 
JUMP 

CALL 
SFD 

YES 

TRUE 

FALSE 

CALL 
SPACEC 

CALL 
OUTPUT 

2 

Figure 15 (continued). 
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NO 

IEOF = 1 

GENERATE 
FLUSHING 
RECORD 

2 

NO 

IEOF = IEOF + 1 

RESTART 
FLUSHING 
RECORD 

YES 

3 

Figure 15 ·(continued). 
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3 

CALL 
OUTPUT 

WRITE NO. OF 
RECORDS 

PROCESSED 

CLOSE 
FILES 

STOP 

Figure 15 (concluded). 
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unit 9. The specific form of the input is covered in Part 1, 

Section 2.S.2, of this report. 

6.3 OUTPUT DATA 

Similarly, the output is in two forms, the run parameters and 
other information documenting the run, which are written to unit 
6, and the processed data, which are written to unit 10. The 
specific form of the output is described in Part 1, Section 2.5.3, 
of this report. 

6. 4 PROGR.A.~1 CONSTANTS 

The program contains constants initialized through DATA state­
ments. A few of thes~ constants may have to be changed if 
operating conditions change. The specific constants involved 
and instructions for changing them are covered in Part 2, Section 
S, of this report. 

6.S SOURCE CODE 

The FORTR.~~ source code listings for the main program and the 
five subroutines are provided in Appendix B. 

6. 6 COM.MON BLOCKS 

There are five common blocks in the program. These are described 
in Appendix C. 



i.O RESULTS 

When the profilometer data were being collected for this. pro­
ject, the acoustic probe was experiencing some signal dropout 
problems that greatly reduced its data-gathering ability. Con­
sequently, it was not possible to collect any road profile data, 

but a limited amount of data were obtained indoors using simu­
lated pavement motion. The data collected and the results ob­
tained from it are described below. 

There are plans to collect road profile data and thus demonstrate 
• 

the data processing system more completely when the acoustic 
probe is performing better. 

7.1 EQUIPMENT SETUP 

A horizontal board approximately twenty inches (51 cm) square 
and 1/4 inch (6 ml!l) thick was attached to an oscillating drive 
mechanism so that it moved vertically (perpendicular to the 
plane of the board). The amplitude of the motion was 3/16 inch 
(4.8 mm) zero-to-peak. The usable speeds ranged from 0.5 Hz, 
where it was limited by chatter and lack of power to lift the 
board, to 5 Hz, which approached the board's resonance frequency. 

The board was placed under the acoustic probe, and the vehicle 
was raised so that the probe-to-board distance was the same as 
the normal probe-to-pavement distance. 

The accelerometer was removed from its normal location on the 
acoustic probe and attached to the board without changing its 
orientation. With this arrangement, the acoustic probe and 
the accelerometer measure the same motion, and their effects 
are additive in the digital processing. This situation con­
trasts with the normal one where the accelerometer is on the 
acoustic probe and the vehicle is bounced over a stationary 
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surface, in which case the two measurements tend to cancel each 

other (see Part 2, Section 4, of this report). However, mathe­
matically it is only a change cf the sign on one of the signals 

to obtain an effect of cancellation, which is useful in cali-­

brating the system. 

The block distance signal was generated by feeding a periodic 

pulse into the ENSCO Electronic Package (EEP) at a rate suf­

ficient to produce 500 block distance pulses per second (see 

Part 2, Section 3. 2) . 

With the above exceptions, the equipment was set up according , 

to Part l, Section 2.1, of this report. 

7.2 DATA AVAILABLE 

Data are available for six runs made with the oscillating board. 

Ten feet (3 mJ of analog tape were recorded per run, which pro­
vides sixteen seconds of data per run. For the first three runs, 

the standoff (probe-to-board) distance was adjusted so that 

there were no phase jumps in the acoustic probe signal. For the 

last three runs, the standoff distance was changed to give a 
pair of phase jumps per cycle of oscillation. 

The six runs are listed in Table 4. The pavement wavelength 
values correspond to the assumption of a one-inch (2.5 cm) block 

distance interval. Runs 1 and 6 are considered long wavelength 

runs, runs 2 and ; are medium wavelength, and runs 3 and 4 are 
short wavelength. (Although the data processing system is cap­
able of handling a wider range of wavelengths than this, the 

oscillating board is incapable of generating them.) 

The mean standoff height (to the bottom surface of the acoustic 

probe) was 8.5 inches (21.6 cm) for runs 1-3, 7.75 inches (19.7 
cm) for run 4 and 7.62 .inches (19.4 cm) for runs 5-6. 
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TABLE 4 

Characteristics of the Six Runs 

Phase Frequency Wavelength WavelengtJ-
Run Jumps (Hz) (feet) (meters: 

l no 0.507 8 2. 5 25.1 

2 no 2;s4 14.7 4.49 

3 no 5.15 8.13 2.48 

4 yes 5.24 8.01 2.44 

.. yes 2.96 14.Z 4.31 :> 

6 yes 0.739 56. 7 17.3 
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1.~ PHASE JUMP RESULTS 

No phase jumps exist in the data for runs 1-3, and the phase 
jump .processing does not erroneously detect any jumps for these 
runs. 

Runs 4-6 are more interesting in this regard because phase 
jumps are inserted deliberately. Figure 16 shows the raw phase 
~ngle input and the reconstructed phase angle signal after phase 
jump processing for runs 4-6. The results for runs 4 and Sare 
perfect, but there are two slight flaws, indicated by (1) and 
( 2) , in run 6 . 

The flaws in run 6 occur because the jump occurs in this run at 
a point where the phase angle changes especially slowly with 
time, and consequently the phase meter introduces extraneous 

. . 

jumps as it hovers near the switching point. Figure 17a shows 
the time-based input to phase jump processing in the vicinity 
of the pair of jumps (1) in Figure 16c. Just after the jump 
up, there is a notch corresponding to a pair of extraneous jumps 
spaced so closely that the signal does not have time to reach 
the :ero degree level. Consequently, no phase jump is detected 
at the notch, and the notch passes through to the output. 

Figure lib corresponds to the pair of jumps indicated at (2) 
in Figure 16c. In this case there is an extraneous spike just 
before the jump up. Because the spike has too little duration 

to reach full 360 degree height, it too is undetected and thus 
appears in the output. 

The next pair of jumps, indicated (3) in Figure 16c, have no 
flaws in the output, but there is indication of a fla\, at the 
jump up in the input. Figure lie shows the flaw in the en­
larged time-based format. In this case there is enough time 
for the signal to jump from O to 360 degrees or vice versa, 
and three jumps - up, down, up - are detected and corrected. 
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~ IVl/V\./V 
RESULT 

(al RUN 4 INPUT 

(al RESULT 

(bl RUN 5 INPUT 

RESULT 

"'hhh~b[k 
(Cl RUN 6 INPUT 

Figure 16, Phase Jump ,Processing for Runs 4-6. 
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Figure 17. Time-Based Enlargements of Three Regions in 
Figure 16c. 
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Besides (3), there are two other cases of this type evident 
in Figure 16c, and all three are handled properly by the phase 

jump processing. 

The digital phase jump processing produces a much smoother re­
sult than the range extender it replaces. Figure lS illustrates 
the range extender's performance on periodic signals similar 
to those in Figure 16~ Note that there is a significant spike 
in the outp:ut each time a phase jump occurs. 

7. 4 PROF! LE ·.AMPLITUDE RESULTS 

The o.scilla tfng board has an amplitude o·f 3/ 16 inch ( 4. 8 mm) , 
and because of the way the equipment was set up,. the computed 
profile _wo·uld be expected to have an amplitude .of twice this 

amount, or 3/8 inch (9.S min). The results actually computed 

for profile amplitude are .giY~n be-low. 

Because of difficulties . encountered wi.th the ac;:ous ti.c probe, 
it was not possible to obtain.an.accurate vertical calibration 
of the sys~em, ·but ·an approxima~~ calibration was 6btained by. 

calculating the overall system gain from individual component 
gains. Table 5 shows the amplitudes computed for the six runs 
relative to the amplitude of the oscillating board. 

. . 

The results expected for phase jump processing output are 1.000 

for all runs. The actual results fall considerably short of 
this value, probably because of inaccurate vertical calibration 
and nonlinear acoustic probe response15 . Observe that the phase 
jump processing output is particularly small for runs 1- 3. Dat·a 
for these runs were collected with an 8.5 inch (21.6 cm) stand­
off height, and it is known that the sensitivity of the acoustic 

probe is particularly low at this height. 

15 Ideally, the probe's outpu~ phase angle is 
the input probe-to-pavement displacement. 
~aths inside the probe, however, cause the 
to deviate substantially from ideal linear 
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result . 

input 

Figure 18. Range Extender Performance 
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Run 

1 

2 

~ 

4 

5 

6 

TABLE S 

Profile AmPlitude Results 
(Displacement Relative to Input Displacement) 

Phase Jump Space Curve Apparent 
Processing Processing Accelerometer 

Output Output Component 

0.232 1. 197 0.965 

0.248 1.237 0.989 

0.384 1. 379 0.995 

0.939 1. 94 7 1.008 

0.773 1.763 0.989 

0.693 1. 667 0.973 

75 



Another observation can be made from the phase jump processing 
output in Table 5. The high frequency runs (runs 3 and 4; see 
Table 4) have large amplitudes relative to the low frequency 
runs (runs land 6). This o~curs because the high frequency 
runs are close to resonance of the oscillating board, which is 
a condition in which the part of the board undet the acoustic 
probe is flapping with greater amplitude than the driven motion 
at the root of the board. 

The space curve processing output listed in Table S follows the 
same pattern among runs as discussed above for the phase jump 
processing output. By subtracting these two amplitudes for 
each run, the displacement amplitude_ apparently due to the ac­
celerometer measureraent can be calculated. These values are 
listed in the last column in Table S, and they all fall close 
to the expected value of l. 000. The high frequency runs have 
somewhat greater amplitude, which occurs because the acceler­
ometer is mounted slightly outboard of the root of the board. 

The fact that the values in the last column of Table Sare ap­
proximately the same for all six runs means that the processing 
is correct under this variety of conditions. The fact that all 
six values are approximately 1.000 means that the approximate 
calibration for the accelerometer is correct within three per­
cent. The fact that there is substantial variation among the 
six phase jump processing outputs only indicates that the acous­
tic probe is nonlinear and out of calibration and that the os­
cillating board was operated too close to its resonance; this 
variation does not detract from the correctness of the data 
processin~ system. 

7.5 SIGNAL CANCELLATION RESULTS 

The vertical acceleration calibration procedure calli for rock­
ing the vehicle over fixed pavement and adjusting the scale 
factor ratio until the accelerometer and noncontact sensor 
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channels just cancel each other (see Part 2, Section 4). With 
the oscillating board, a similar situation can be created by 
using negative values of scale factor ratio to invert the ac­
celerometer signal. Results obtained in this way are discussed 
below. 

The six runs listed in Table Sare obtained using a scale factor 
ratio of 446/sec 2 . With a scale factor ratio of ·446/sec 2 , par­
tial cancellation is obtained in all six cases. Cancellation 
is partial in the threi cases corresponding to runs 1-3 because 
the acoustic probe sensitivity is low for these three runs, as 
discussed in Section 7.4 In the two cases corresponding to 
runs 4 and S, the acoustic probe sensitivity is improved, but 
there is a phase shift in the oscillating board because it is 
operating close to resonance. The board's phase shift intro­
duces a phase shift into the processing so that complete can­
cellation is not possible. 

This le~ves the case corresponding to run 6 as the best oppor­
tunity to demonstrate cancellation. Figures 19a-19c show the 

noncontact sensor signal, the accelerometer signal and the out­
put ~rofile, respectively, for run 6. When the accelerometer 
signal is inverted, Figure 19d results, and it is clear that 
the two input signals cancel each other to a great extent. 
Further.examination reveals that the accelerometer signal is 
overcancelling the noncontact sensor signal, so in Figure 19e 
the accelerometer gain is reduced to 3/4 of its previous value. 
The result is good cancellation. (Observe that Table S would 

-' suggest that a scale factor ratio of -446(0.693/0.973)sec· - = 

-318/sec2 be used to obtain cancellation with the run 6 data.) 

7. 6 SPACE CURVE FILTERING RESULTS 
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a) Noncontact sensor signal 

/\ A A D. A 

b) Accelerometer signal 

c) Output profile (SCALE= 446/sec2) 

"> uc...;. ,e,.,, C>, 

d) Output profile (SCALE= 446/sec 2) 

eJ Output profile (SCALE= 334/sec2) 

FiguTe 19. Signal Cancellation Results 
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7.6.1 FILTER CUTOFF CHARACTERISTICS 

The space curve filter's theoretical frequency response is 
shown in Figure 14 [Z (,'fl l, and the corresponding cutoff wave· 
lengths are given in Table 2. The actual frequency response 
is determined here by processing the data from runs 1·6 with 
various combinations of filter parameters chosen to place the 
fundamental frequency of the oscillating board in the cutoff 
region. 

Two parameters influence the.cutoff wavelength: the space 
curve filter exponent, n, and the distance sample interval, D. 
The cutoff (1//r" amplitude) wavelength, Ac' is 

( 10 5) 

All of the data collected for runs 1·6 correspond to D = 1 inch 
(2.5 cm). In order to obtain data with larger values of D for 
this exercise, however, the collected data have been processed 
to remove selected block distance pulses so as to create data 
with larger values of D. 

Table 6 presents results for fourteen runs. Runs 1-6 are the 
ones that have been discussed up to this point. The values of 
n and D used for these runs are shown in the table. The cor­
responding value of~ [~ = (Zn - 1) ¢ D, where¢, the spa~ial 
frequency, is the reciprocal of the listed wavelength] is 
grea~er than unity for runs 1-6. Therefore, all six of these 
runs lie in the range of spatial frequencies passed by the 
space curve filter (see Figure 14). 

Runs A-Huse the same noncontact sensor and accelerometer data 
as runs 1•610 , but the values of n and Dare changed so that 
all eight of these runs lie in the range O < ;,;.,- < 1 where the 

16Runs A·H are based on runs 1, 2, 3 and 6 as indicated in 
Table• 6. Run 4 is not usec as a ba.:is because it has 
essentially the same wavelength as run 3, and likewise for 
run 5. 
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signal is attenuated according to Figure 14. Quantity 

Z*(w) = Z(qi) = Z{iµ/ [(Zn·l)D]} 

is the theoretical fraction of the signal passed by the filter. 

Table 6 shows the basis run (runs 1-6) against which each of 
the runs A-His compared. The theoretical amplitude ratio is 

* obtained by dividing values of Z for the two runs involved. 
The measured amplitude ratio - the last column in Table 6 -
is obtained by dividing amplitudes of the output profiles for 
the two runs. 

The theoretical and measured amplitude ra'tios compare well in 
all eight cases, which demonstrates the correctness of the 
space curve filtering cutoff . 

. In all eight cases the measured amplitude ratio is larger than 
the theoretical ratio. This occurs because the oscillating 
board produces harmonics that are above the spatial cutoff 
frequency, and these harmonics are passed by the filter with­
out attenuation, thus inflating the measured amplitude ratio. 
The long wavelength runs (runs A, B, G and H) have the larges't 
discrepancy between theoretical and measured amplitude ratios 
because these.runs have the largest amount· of higher harmonics. 
(In these low frequency runs the oscillating board's drive 
motor is taxed. Consequently, the board rises more slowly 
than it falls, and the board also tends to chatter, as indi­
cated in Figure l9b.) 

7.6.2 FILTER PARAMETER TRADEOFFS 

Tabie 2 indicates that several combinations of n and D often 
yield similar cutoff wavelengths. The question arises: when 
alternative values of n and D will produce the desired cutoff 
wavelength, how should n and D be chosen? This section dis­
cusses the tradeoffs involved. 
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As an examo le, consider run 2. Tab le 6 shows that up to this 

point, this data has been processed with n = 8, D = l inch 

(2.5 cm). But Table 2 indicates that a similar cutoff wave­

length [39 feet (12 m)] can also be obtained with n = 7, D = 

2 inches (S cm); n = 6, D = 4 inches (10 cm); and n = S, D = 8 

inches (20 cm). Table 7 lists the four alternatives for the 
run 2 data. 

TABLE 7 

Space Curve Filter Alternatives 

D D Relative Computer 
n (inches) (cm) Time 

8 1 2.5 1. 000 

7 2 s 0.985 

6 4 10 0. 9 50 

s 8 20 0. 8 2 0 

This table illustrates that alternatives with large D take less 

computer time because the distance-based calculations are done 

less frequently. It is also clear that the time-based calcu­
lations must consume most of the computer time because not too 

much time can be saved by using a larger value of D. 

Figure 20 illustrates a more pertinent aspect of the alterna­

tives, namely, the SFDs generated in the four cases. The 

waveleng'ths of interest are much longer than D, and in this 

case the SFD associated with the wavelength of interest is 

proportional to o2. The SFD associated with noise in the 

measurements or computations, however, is independent of D. 
Therefore, the signal-to-noise ratio is low for small values 

of D. 
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a) -n = 8, D = 1 inch (2.5 cm) 

~WJi~H-~i~u~.""fi~~t?F•.~'11~ 

b) n = 7, D = 2 inches (S cm) 

d) n = S, D = 8 inches (20 cm) 

Figure 20. SFD Traces for Alternative Filters 
Having the Same Cutoff Wavelength 
(All are Plotted to the Same Scale) 
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This problem is compounded by the fact that an alternative 
with a small D has a large n, a~d th~ space curve processing 
requires a larger dynamic range when n is large. 

All four alternatives have the same cutoff wavelength and pro­
duce the same profile when the wavelengths of interest are much 
larger than D. Because the alternative with. a large value of 
Dis superior computationally, it is preferred unless it is 
desired to recover very short wavelengths. 
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8.0 SUMMARY A.ND CONCLUSIONS 

A hybrid data ~rocessing·system has been developed for inertial 

based road profilometers; the output is distance-based and· 

accurately recovers profile wivelengths up to 300 feet (90 m). 

The inertial base ls ~stablished bf an acc~lerometer vertically 
mounted on a survey vehicle; the distance from the irteitial 
accelerometer to the road surface could be a displacement trans­

ducer or a velocity transducer, either contact or noncontact 
type. The present system uses a noncontact acoustic system 

which measures displacement. 

With the present system, analog processing is done online. 

Processed transducer signals and a block distance signal gen­
erated by a wheel-driven tachometer are recorded on analog 
magnetic tape. The analog tape is then taken to a computer 

facility where the analog data is converted to digital form 

at a scan rate of 400GHz, which is then processed by off-line 
computer programs to produce a distance-based, speed invariant 

profile measurement. 

Digitizing and digital processing are done off-line. The 

need to perform off-line digitizing and processing means a 
delay between taking a measurement and seeing the result. 

long 
It 

would be much more desirable to perform all necessary processing 
onboard which will eliminate the need for intermediate analog 

recording and provide profile measurement results while con­
ducting the survey. This is, in fact, the goal of the develop­
ment effort. 

As a part of this project, ENSCO completed the preliminary 

design of an online system using a Texas Instruments Model 
990/10 minicomputer. The off-line software developed under 

this project employed the concept of an online system; i.e., 

it receives data streams scan-by-scan as they are provided by 
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a real-time analog-to-digital converter, and performs the 

necessary delays and recursive processing to provide a contin­
uous profile output. Adaptation of this software into an 
online, near real-'time system is relatively easy. This off-line 

software also has the built-in capability to accept acceler­
ation, velocity and displacement measurements so that different 

types of transducers can be used in the system. 
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9.0 RECOMMENDATIONS 

Testing of the hybrid processing system has been hampered by 
the inability to collect reliable road data with the acoustic 
probe. When the acoustic probe is working properly, it would 
be advisable to collect and process some road profile data 
to further vertfy the data processing capabilities. Specifical­
ly, it would be desirable to demonstrate that profile wave­
lengths as short as six inches (0.2 m) can be recovered and 
that the system is speed and direction invariant. 

Now that the feasibility of recovering road profiles accurately 
with hybrid processing has been demonstrated, FHWA should pro­
ceed to develop an online system employing the same techniques. 
The online system provides an accurate profile measurement on 
the spot, which is a quality needed to make this system attrac­
tive to the highway community. 

The present offline system. has been developed under the assump­
tion tha~ it would be converted to an online system soon. If, 
on the contrary, the o~flin.e system is the end produc--c, then 
some small changes would make it more useful. One is a digital 
preprocessing capability to, eliminate block distance pulses 
as desired so that various distance sample intervals can be 
used at the digital processing stage (see Section 7.6). This 
capability could also expand the reper--coire of filter cutoff 
waveleng'ths. 

Another suggested addition to the offline processing 1s a post­
processing capability. Right now the profile results are just 
written on a magentic tape. In order to use these results, 
it is necessary.to list them on a printer, plot them! or per­
form further calculations, such as computing power spectral 
density. 
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Had road profiles been collected during this project, the ques­
tion that would have arisen is whether the computed profi~es 
are correct. In order to answer such. questions, a means is 
needed for constructing or measuring a calibrated surface so 
that the accuracy of profilometers can be determined. It is 
recommended that FHWA obtain a known highway profile for test­

ing road profilometers. 
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APPENDIX A 

C . .UCULATION OF THE ACCELER;..T ION B I.~S 

The acceleration bias is obtained from the averaqe accelernm-
eter reading over the first n- time-based-samples of the max. . . 
run. For time step n2 ~ nmax' the average. is 

nz 

bn - 1 I a. 
2 nz l 

(A-1) 

i•l 

Observe that 

n2 nz-1 

a = I•ai -- I a.' 
nz l 

i=l i=l 

(A- 2) 

which by use of Equation (A-1) becomes 

(A- 3) 

Rearrangement yields 

(A- 4) 

In computational notation this equation is 

b ~ b - (b - a) /n 2 . (A- 5) 

Equation (A-5) is used for 1 ~ n,_ ~ n For n7 > n the max _ max 
existing value of bis used without further updating of b. 
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APPENDIX B 

COMPUTER PROGR.~~I SOURCE LI STINGS 

C ROUTINE TO PROCESS.F'HWA NONCONTACT HIGHWAY PROFILCHET£R DATA 
C FHWA CONTRACT NO, DOT-FH-11-9,Sl 
C ENSCO,INC,, SPRINGFIELD• VIRGINIA 
C WRITTEH AUGUST 21, 1979 BY G, D, GUNN ANO J.C. CORBIN 
C MODIFIED DECEHSER :o, 1979 BY P, G, SMITH 
C 

CONNON /IN/ IRAW<3,:ZS61 
CONl'ION /OUT/ l?ROCC7,:ZS61 
CONHON /WORK/ IDOUT<7> 
CONNON /PAR/ FREO,RH01,RHC.:,ONA2,0NT:?,SCALE 
~NHON /HW/ HU(4),Cl,C:Z 
LOGICAL OFF,CLOS 
INTEGER TAPEO,TAPE1,TAPE2 
DIHENSICH TIT1.EC20>,ALPHA<S> 
DATA ALPHA/'DISP','LACE','HENT','Vn.O','CITY',' 

.I :1a2 I I~ I I 
DATA TAPEO,TAPE1,TAPE2 /9,9,10/, 

tIEOF,HSTEP,NSTEP,CLCS,NOUT/0,1,0,.FALSE.,O/ 
C 
C TAPEO IS UNIT TO READ TAPE TITLE! •9, TITLE ON RAW TAPE 
C OTHERWISE, ■,, •>READ TITLE CARO 
C TAPEl (•91 IS THE INPUT RAW DATA TAPE <TINE BASED> 
C TAPO <•10> IS THE OUTPUT PROCESSED CATA TAPE <DISTANCE BASED> 
C 

C 

REWIND TAPEl 
REWIND TAPE: 
IDOUT(6)20 
IDOUT<7>•0 

C READ THE RUN PARAl'IETE~S 
C 

IF(TAPEO,E0,9)READ<TAPEO>TITLE 
IF<TAPEO,E0,5lREAD<5,10lTITLE 

10 F'ORNAT<.:OA4) 
READ<S,3) NIN,NAX 

J FORNAT<:ZI10l 
REA0<5, ◄ l FREO,NFIL,NODE,SCALE,ONEGAA,OHEGAV 

◄ FORNAT<F10,0,2Il0,JF10,0l 
C 
C SET UP PROCESSH!G CONSTANTS 
C 

IF!NODE> 7,7,8 
7 RHOl•l. 

RH02•0. 
NODE•O 
Go re 9 

B RHOl•l./OHEGAV 
RHO:?-.OMEGA,:11 
NODE•t 

9 011A2,.0l'IEGAA*ir:? 
0NT2•0,5*01'1EGAA/F'REO 
IFCNFIL,LT.5) NFtL2' 
IF<NFlL.GT.a> NFIL•e 
C2•2,.1:ZNF!L-1. 
Cl•-<C2Zll2-1,l/8, 
NU(l)•l 
NU(:?)•< C::?+1 l /'2 
NU<J>•C2 
NUC4l•C2+1 
I£XT~A•~ir<C::!-1l/'2+2 

TITLE IA A HE~DER IDENT.FY!NO THE RUN OATA 
~IN IS THE FIRST RECORD TC P~OCE55 
MAX rs THE LAST ~£CORO TC P~C~!SS 
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C li'°'£Q ts THE: DIGlTIZAT10N'• li'R.EOU£NC'T 
C N,u. ?S T'HE: SPACt CIJf<IJE ~ n. T!R cu 1"0FF E:CP.OHS:N T c use: :i, c,, 7 or.: 8 l 
C MQDE !S T'H£ SENSOR MODE Fl..AGI O FOR OISPLAC!MENl, 1 liOR VlLJCITT · 
C SCAL.i: IS TliE RATIO OF SC.AL! liACTORS liOR AC::tl.S:RA!ION ro 
C HnNCOHr~cT S~NSO"' 
t: un&!.t\1\ l :a I Hit. ru.;i;i,;1.~kA T10N F ti. TER CUl<NER l'"'°'c.CIUENCT 
C 0N£GAU IS TH£ ~ELOCIT'T Ftl.TER CCIRHER liRECIUENCT 
C 

C 
C S~lP ro PROPER ?1..AC! OH TH£ TAPE 
C 

lF<NIN,L!,llGO TO SO 
HSll.lP•ftIN-1 
00 40 t•t,NliKIP 
REAC<TAPEl,EN0•:0001 IRAW 

40 CllNT'INU£ 
C 
SQ CONTI NU£ 

IFCNAX,L.i:,~iN>"AX•l:OOQ 
liREC•!'lr1X•i"IUt+ 1 
I1•f'IOD£•3+1 
I:•U,i,: 
IJ•,.Ot1E+7 
I.AIT'&:, •• :01 r L r1..£,l'IIN•"AX,NkE:C,F!'l£Q,NFIL, (.:11.f-HA( I l, tut L, I:Ol, 

t5CAL£,ALP~A,Ill,0"£GAAaON£GAU 
:il FORNAT<I//SX,:CA◄//SX, 'READ F'R.011 ', t:!,' .TO ', I:i,': ', 

tlS,' RECOAOS'/l~X,'DIGITI!AT!ON FREGU~N~T • •,~ij,1, 

i: 

•• SCAHS✓SEC'I/SX,'FILrER EXPONENT ·•,1:11:x,•:EN=ON ~o~~: ' 
t3A~✓t:X,'SCALE FACTOR RATIO •',tPE1:.~,• /SEC',A4//~X.'At:C~~~k', 
l'AT!CN CUTOFF FREOUENC'T •'1lPEl:,~,• RAO/SEC'/ISXr'VEL.OCtiY ', 
•·curcFF liREDUENCY • 1 ,1PE1:.~,· RAD/SEC'//!X,80<·•'l//l 

C ftAlN PRQC!iSING ~OOP 
C 

Dll ?00 HPl•t,Noci:::C 
R£AD<T.:1PEl1(NO•quo1 tRAW 
ISAU(•IRAW<:,~=4> 

1~0 CCHTtNUE 
DQ ~00 I•1 • ::s4 
ID0UT(11•1RAW<:,t> 

CHEC~ FQR P"AiE l'IEiER JU"P 
CALL JUNP<I,IiL~,IPRl,IACCE~l 
IDOUTI :?>•CPR!! 
ItlOUTlll•CAC:Cll 
NSTtP•NSTEP+L 
tF<IEDFl •0,~0,?0 

t:11£t:>. FOA 9LOC:K tlISTAHCE IltTERf<UPTI SET OFF TO 1-1,L:ic. LI- ~ll 

C 

60 CAU. 9L.~DISIIlL.~,OFF) 
IFIDFF) GO TO 80 
l'ISTEP•NSTE.f' 
HSTEP•O 
GO TO 80 

C IF F1.U:5HING AT r1-1i:: c:no OF A FtUN (ltOF,GT,01, sc:r f ►lt. l)Al.111:: i.F 'UI-F' 
C WITI-IQUT USlNG iLOC~ DISTANCE PULSES 
C 

70 OFF•,TF<U£, 
IF<N:5T!i',LT,l'IST£Pl GO TO 80 
OFF•,FALS£, 
HSTtP•O 

COIN£AT TlNE-iASE~ ~AlA INTO OISTANC£•iAi£ij S£C~NO rlNITE ~IF~EkENCiS 
eo CALL SFtl<IPR&.tAC1.(L.,OI-F,Cl£l.TA) 

CON1.1ERT SECOND Ftl-tIT£ ClIFFli.RE!'tC.t:i Il'ITO Si>AC£ C1Jf<•J£:j 
lF<OFF)GO TC ~U0 
CALL SPAC!ClDEl.Tn,SP.CVl 
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C SEND OUTPUT TO TAPt 
. ID0UTC ~>•DEi. TA 

ID01JTC:ll•5PCV 

◄ 0\1 
!;lo,10 

C 

CAI.J. uUIPUTCTAl"E:,c1.os,NOUTl. 
Tl"<tcOF.r.lZ,!,lll'HI, ,Nlll',ilt"Fl a:Ol'•Ct::OFH 

t;:JN ONUli, 

C AFTiR i"ffQCiSSING THE GIVEN DATA, P~OCiSS NONE R£CCNDS OF S~ANK OArA 
C TO GET n-te: SPACE CURVE: QUTl"UT. FOR THI:: I.AST IMl"UT on rA 
C 

700 
C 

IF<IEOF,1.i.OlGQ TO 700 
IF<tiOF,QT,IiXTRAlGO TO 1000 
GO TO 1:0 

CCHTINIJE 

C GEN£RATi IL.AH~ DATA 
C 
900 CCHT?NU£ 

IEilF•t 
IF<MODE,GT,Ql ISAVE•O 
l).Q 9':!0 I• t , ::4 
IRAI.I< :!, I l • l SAUi:: 
IRAW<l, !l•O 

9~Q CCHTtNU£ 

C 
Cl..05£ 
C 
1000 

ilQ TO 1~0 

our FIUH 

c:lNr?NU£ 
Cl.OS•, TRUE, 
CAU. OUTP\JT1rAi"E~,c1.0s,MOUT) 
NA•Hfl-1 
WIITiC~,1010> NA,NOUT 

1010 FOANATt~X,I:I,' IN~T RECORDS PffOCi!SED'I/ 

:woo 

, -- d ed. from 
Repro uc·\able coPY· 
best ava• -

l~X,I:I,' OUTPUT RECORDS GE~ERATED'///) 
REWIND TAl"El 
S:HDFU.'.! TAPC 
AEWIHD TAPE: 
STOP 

CONTINUE 
WAITE< a, :?O:O l l 

FORNAT(//1:x,•s~IP ERROR, EDF AT ·,I:l//1) 
STOP 
EHD 
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C 
C ~k£~ARES ACCE~Ek0n£TER AHD HOHCCNCACT SENSOR SIGNAL.S, AH~ CCM~INES 
C TI4tlt TO GIVE A SECOND FIIHTE DIFFEill::NCE IJF PAVEMENT l"kOFIL.E 
C 

L.0GICAL OFF,FLAO 
C:Cl'lf'IOH /f"AR✓ Fi'l£0,f(t-101,AH02,0NA2,0NT2,eiCAI.£ 
DATA ltl11t2,IlIAS✓0,1,10000/ 

DATA ASOtBIA5,AA0,0AO,FA,GA,HA,A61,AA1,CCl,GAl•HAl,FAl/1.lJ:O./ 
C 
C TINE-iASED SECOND FtKtTE DIFFER~CI CIKH~ L.00~1 
C 

AS•F\.QAT<IPR8l 
US•AS+ASO 
ASO•AS 
AA•FLOAT(IACCEL>•SCAI.E 
IF<K:.GT, I!IASlGQ TO 10. 
SIAS•8IAS-<3IA5-AA)IF\.OAT(H2} 
1t:-.ff:?t 1 

111 CON r I HtJ£ 

t,; 

C 

CA~AA+AAO+Rt-102SUS 
DA•AA+AA0-2,~SIAS 
EA•OA+OAO 
AAO•AA 
DAO-.tiA 

FA•fl'~+t.:A 
GA•GA+£A 
liA•HA+GA 
H1•H1+1 
IF<OFFlRETURN 

C DtSTAHCi-BASED SECOND F!NITE DIF~tRDICE IOUTE~ L.OOPl 
C 

C 

US•Ai-ASl 
CC•AA-AAi+~HOt10NA22US 
~El.TA•CC-<:t1+<FA-FA1l10NT1t(HAtF1-.0ATCHll1GA1-HAl)~QNT:10NT: 
tl£1.TA•OaTA✓ OJ1A2 

AA1•!11A 
C.:1-CC 
GA1•GA 
F1U•FIII 
-HAl ■WA 
ASta!IIS 

Fl\•O. 
GA-0. 
HA•O, 
lfl•O 
RETURN 
EMD 

93 



SUBF(CUTTHE 9LhDIS<t~L~,OFFl 
C 
C DS:U:CTS APPEARMICi ,JF BLOCK DISTAHCi ?£:llISTAI. 
C USING FIRST OIFF£il£NC! aF T~E SIGNAL 
C 

LOGICAL OFF,FI.IP 
CONNON /PAR/ FR£G,FIHC1,FIH02,0NA2,0NT2,SCAL£ 
OATA FLIP /,FALSE,/, THAESH/~00,/ 

C 
C FLl.P !S FALSE UHTtL. MEGAT'IVE THRESHCL.tll ic5.~£i TU F'Al.S~ 
C AT POSITIVE THAtsHOLD 
C 

OFF•,TRUE. 
Rl•f'L~AT<lbU) 
Tts1•jtl-.110 
FIO•Rl 
IF<ASS(TESTl,GE,THFIS:SHlOO TO 100 

,o · CONTINUE 
FIETURH 

C 
100 COHTINUt 

IF<T!ST)1:0,=o,110 
110 CONTINUE 

Ft.IP•,FALSE, 
GO TQ ,a 

1:0 CONTINUE 
IF< F'..IP l Re:7Ufd1 
FI..CP•,TRU£, 
QFF•,FAI..SE. 
REiURH 
OtO 
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SU9R0UTIN£ UUT~UlCtTAP~1CLCS,NOUTl 
..; 
C WR.tits 7X::o Rk:;CUkQ I U T AP'E 
C 

C 

t..CGICAL C1..llS 
l:ONl'IOH !OUT .I I Ph.UC I:• 1 :!'!':41 l 
C0Pt,.1lN /WUR,.,;.' U.IIIU ! , 1> 
DATA HQUT/1/ 

C 0UTPiJT Q-1,UmEL A!:i5IGt1Pt£~T9 
C 1: RA~ HOHCONTACT SENSCA SLGHAL 
C :: HDHCDHTACT SEN!CR P~QCESS~ TO RENOVE JUNPS 
C J: RAW ACCELEfcC~£TER SIGNAL 
C 4: SECOND PtMtTE OtF,ERE~CE 
C S: SPACE CURVE 
C 

IF<Cl.0SJ Ga TO JO 
00 10 I•lt? 
I~0CCI,HOUr> ■ lD0UT(Il 

10 l':OHT1NUE 
IF<NOUT.Lr.~=G>G0 TO :o 
~~IT~C?TAP() t,Rcc 
'°'0UT•"QUT+L 
H0UT•O 

:o C0NTUtU£ 

C 

N0UT•MQUT+ l 
RETURN 

C~YSE QUT LAST OUTPiJT ~ECQRD 
C 

lO ?FCHCUT,L!.ll RE"T'URH 
DD -40 J•HOUT,:!~6 
DQ 4G I•t,7 

40 tPftQClI,J>•O 
WRIT~<IiAPi:> IP~QC 
P\OUT•l'IQUT+ L 
RETUAN 
EHD 
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SUBROUTINE SPACiC(~£LTA,SP<:V> 
C 
C ucNERAT£S ~PAC~ CURU£ rRON $£CO~D FINITE OIFFERE11C~ 
C 

C 

OOUSLi ~AEClSION XLO,XLl,XK(7l 
0IN£NSICN A~Gc,,::4l1S?CURV<l~l:~l 
CCNHOH /HW/ ~UC4l,C!1C: 
~ATA AVO,SPCURV,XL01XL1,xx1:0◄a~o.,9.~.001 

C C~LCULAT~ 9I~S TE~N 
C 

IIAS•OELTA ,o 10 r•t,:5 
AIJG( C ,HU( 1 l l --811\S 
XKCI>•XK(I>+9IAS-AVG(!,MU(~)l 
3IAS•XK( I)IC:: 

1 u COHT!NUI:'. 

' C FtR~T SPACf CUR~E 
C 

:u. 0• lL Q h\VG ( l, , HU (::: J l - X~ ( 1 J I C2 
XL 1 •lL.J.+XI.Q 

C 
C MtG>i£R ilRD..ER SP,\Ci': ~URVE 
C 

SPCURV<l,NU(l.,l•lL.l 
X•SPOJR~<l,HU(~ll 
?Pt~RV<2,HU(l)>•X 

XK(4)•lK(4)~X-5PCURV<J,NU< ◄ ll 

X•,r.KU)/C:! 
SPOJRV<l,HU(1ll•X 

r. 
:u,. ( 7 l • lCII. I ) l t X •~t'i..:lJl11,,1 ( .J, MU ( 4 l l 
x•uc,,, 1c: 

C 

C 
C REHUVE THE 9IAS 
C 

C 

X:X~1'1UAS 
SPCV•,:-:ic,: 

C SHIP~ THE POIMTE~S 
C 

00 l!O I• 1, -I 
MU ( I ) •l"IU ( I l - l 
tF<HU<I>.£Q.OlHU(Il•~~4 

L~O CCHT1~U£ 

Reproduced lrorn -
besl available copy. 

r<EilJRH 
ENO 
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C 
C T~lS SUiRCUTlHE R£r~A~lS i"H£ ACCUSTlC P~Qa£ ~ANGE £XTEH0ER ■ 

CIT 0£TiCTS AHO ELiftINATES JUNPS IH ™E nATA CUE TO T~E PH"SE l'IETER l40 
C ~E~R(E RAHG£. T~E RAHGE CF THE OUTPUT IS ~iNITE~ OHLT SY THi 

· C C~~P~TiR'S tNTEGE~ wmtD ~~GTH. THE OUTPUT IS 0£1.AYE~ 9Y .~AXSTP TIME 
C STl:P'S. 
C 

DthENSl~H lD~LAYCJrl:> 
C~N"OH /?M✓ IRAWCJ,~~~) 

C 
C U'IIN AHO IMAX ARE TH£ l'l!H AtlD ~AX THRESMOL~S C.HEAR O AH!J l40 CIEGfcE!S:) , 
C ~E5P£C1IV€Lt, ~AXST? IS THE ~AX!~UN HUHBER OF T!ME STE?S SEARCHED 
C FOR A JUNP, JUNPP IS THE INTEG~R ECUIVALiMr·o, l~O OEGRE£S. 
C 

nATA tNlH,INAX,MnxsTP,JUNP~/60,ll00,1:,Ll49/1 
•IDELAY,JUNP9,HST£P,LOLD,LO,IPTR/100aa,:, 

C 
C RA~ DATA TAPE CH~HNELS 
C 1: BLOCK DISTAHCt 
C ~: HQHCQHTACT SiMSQR 
C J: ACCELt~CHETER 
C 
C 
C 

C 

IPTR• EPl"R• .I. 
IF<IPTR,EQ.y) I?r~•3~ 
I.AG• tPTY& 'i'i"t.\X::n P 
IF(LAG.GT.l:> LAG~LAG-J: 
I~El.AT < l., IPTRl • tR,U,h 1, I> 
IDEUTt~,r~r~,-cRnwc:,I)tJUMPS 
IOE1.AT(3,IPTRJ•tRA~CJ,Il 
t!Ut•C~El.AYtl,LAOl 
IPRB•tDEl..AYC2,~AG) 
lACCE~•IOE~~Yll,LAGl 

C ~€l£iNIME ~HICM ~~aION .1£ Mc£ IM NOW 
C 

C 

1.,.EW•O 
IF<IRAW<~,I).GT.l~AXl ~NEW•\ 
IFCIRAW<~1I>,LT,ININ> UtEW•-L 

. ·-=-TEST. FOR cmitFM.Crl OH QF JUNfl 
C: 

.: 

IF<Wt!l.•~O.LT,O,QR,L~E~•I.CLD,LT,Ql aa TO l.CO 
?F<UtEW.NE.O.OR,LCL~.,a.~> GQ TO 10 

C :H ,Uc r Qp" .1Ut1t-
C 

C 

NSTEP•l 
1.0•t..CUI 
GQ TC :o 

lO lF~Lo.,a.0> uu TO 20 

C ~IDOL! OF JU"P 
C 

l'fST'EP-.NSTtr+l. 
tF<MSTt?,LT,MAXSTP1 aa TO 20 

C 
C R£1H%TlALI%! FOk A NEW JUNP 
C 

C 
C UPOATi ~HD R£1U~H 
C 

~Q L.ClLD~:tEU 
RUURN 
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=----

C 
C c.a,QJuTICHS TU CC~k~Cr FOR~ JUNP 
C 

lOO NSTE?•HSTEP~l 
JUNPS•JUNP!-~UN~~•~N£~ 
tPH•tPTR+HSTE:l" 
IF<IPH,GT,J;:l LPH•LP!'l•J2 
00 l.10 J•l ,NSTE? 
Jl•IPH•J 
IF(Jl.LT,1l J1•Jl+3~ 

C 
C ~Er~AC! ACnuSTIC P~O&£ OAT~ OVEk JUNP INTERVAL ~lTH A ST~A!GHT ~IHE 
C 

110 I~~Y(~1Jll~<<NSTEP•Jl•tOEl.AY<2,.FHI 
t+J$(I0£UY<2,tPTRl•JUNP~~~~£~ll/N9T~ 

GO TO 1!5. 
E~D 

eproduced . . . . 
es/ ilvaHab/ From . 
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APPENDIX C 
COMPUTER PROGR.AN COMMON BLOCKS 

COMMON/IN/ 
IRAW (3,256) 

COMMON/OUT/ 
IPROC (i,2S6) 

C01'i(MON/WORK/ 
IDOUT ( 7) 

COMMON/PAR/ 
FREQ 

RHOl 

RH02 

OMA2 
OMTZ 

SCALE 
C01vil-'ION/HW / 

NU (4) 
Cl 
CZ 

(Main and JUMP) 
Digitized raw input data 

(}.lain and OUTPUT) 
Processed output data 

(:'-lain and OUTPUT) 
Seven output variables 
for each distance-based scan 

(Main, SFD and BLKDIS) 
Digitization frequency 
(time-based) 
Coefficient used in SFD 
processing that depends on MODE 
Coefficient used in SFD 
processing that depends on MODE 
w~, used in SFD processing 
waT/2, used in SFD processing 
Scale factor ratio (input) 

(Main and SPACEC) 
Space curve pointers 
Space curve debiasing coefficient 
Space curve filter length, N 
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